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Permafrost modeling of roads

Abstract

Infrastructure in permafrost landscapes affects the ground thermal regime and may enhance
permafrost degradation. The stability and usability of the infrastructure depend likewise on the
thermal conditions of the subsurface. The study area in Ilulissat (West Greenland) is affected by
typically warm and often ice-rich permafrost. Consequently, the infrastructure is likely to accelerate
thawing of the ground. Numerical models can be used to estimate the influence of infrastructure
on permafrost degradation, subsidence, and ponding near roads.

In this study, I investigated the influence of roads in Ilulissat using a specific configuration of the
one-dimensional, laterally coupled heat-transfer model CryoGrid, which is part of a larger toolbox
capable of simulating various processes. I used ERA5 reanalysis data (1980–2020) and MPI–ESM
model projections according to the SSP5–8.5 scenario (2020–2100) as climate forcing and validated
them with site data from the local weather station (1991–2021). Borehole data from Ilulissat and
the north-eastern surroundings provide information on soil stratigraphy properties to first build the
model for the natural, undisturbed tundra. I subsequently added the elevated gravel embankment as
linear infrastructure to the model with several tiles for the roadway and the shoulder. In additional
model runs, I quantified the effect of snow by changing the snow distribution near the road to imitate
plowing as well as thermal properties, excess ice layer and road albedo. I utilized observations from
the weather station and iButton ground surface temperature sensors for validation of the model runs.

My simulations show that the construction of a road had a direct influence on the thermal
regime by warming the soil. A general deepening of the active layer was projected within the
current century, which is supported by borehole observations. Likewise, the associated measures of
maintenance such as accumulation of cleared snow affected the response of the soil, as an insulator
of the embankment, preventing stored heat from escaping. Furthermore, the effects of a darker road
surface, the thermal properties of the gravel and the accelerated thawing and ponding due to the
presence of excess ice were observed. As the current state of permafrost is vulnerable to climate
change, it is important to rely on models to provide realistic projections.
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Introduction

Objective and scope of the work

I prepared this thesis to obtain the academic degree ”M.Sc. Cold Climate Engineering“ from
NTNU / ”M.Sc. Civil Engineering“ from DTU.

The thesis aims to estimate the thermal degradation of permafrost surrounding and beneath
roads in Ilulissat, Greenland. For this purpose, different parameters and their influence on the
temperatures in the soil are investigated. Parameters to be investigated include the presence of
excess ice, snow removal practice or road albedo and their combinations. For the implementation
of these goals, the CryoGrid community model is used. The objectives of my thesis are to transfer
an existing model (Schneider von Deimling et al. 2021) to the CryoGrid community model and to
Ilulissat conditions. Field data, climate reanalysis, and projection data are used to draw conclusions
on thermal regime, subsidence and ponding. The infrastructure is added with different scenarios to
study changes on the soil temperatures and the influence of snow-redistribution next to the road.

Structure

In the thesis, I first describe some background information on permafrost and road construction
as well as the methods for model scales, climate, forcing data, ground thermal regime and the utilised
CryoGrid community model. Since this thesis is a case study for Ilulissat in Greenland, the data
used for input values into the model as well as for its validation are described in more detail. The
scenarios are also presented and the model setup is shown. Finally, the results of the forcing data,
the ground thermal regime and the different CryoGrid scenarios are shown, compared and discussed.
In the appendix, the comparison to the paper by Schneider von Deimling et al. (2021) for the Dalton
Highway in Alaska is shown, which served as a personal introduction to CryoGrid.
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1 Theory

In this section, I introduce permafrost on a general basis, different features and processes that
are unique for permafrost environments. Furthermore, road constructions in permafrost regions and
their challenges and solutions are described in a general, not site-specific setting.

1.1 Permafrost

Permafrost is a unique and critical component of Earth’s cryosphere, representing an important
but fragile constituent of the global climate system. It is defined as ground that remains frozen
at or below 0 ◦C for at least two consecutive years (National Snow and Ice Data Center 2023c).
Permafrost is a distinctive feature of cold regions on Earth. It underlies 13 to 18% of the exposed
land surface in the Northern Hemisphere and 9 to 14% of the exposed land surface globally (Obu
2021, Gruber 2012). Permafrost is found in a wide range of environments, from the High Arctic and
Antarctic to high mountain regions and boreal forests (Figure 1). In the Northern Hemisphere it oc-
curs primarily in high latitudes, including regions of North America, Europe, and Asia. Permafrost
is also found in some high-altitude regions, such as the Andes, the Alps and the Tibetan Plateau.
While most permafrost is on land, there is also some subsea permafrost beneath offshore Arctic

Figure 1: Map of permafrost zonation in the Northern Hemisphere based on classified modelled
permafrost probabilities (Obu (2021), adapted from Obu et al. (2019)). Permafrost zones are
classified in continuous, discontinuous and sporadic permafrost as well as isolated patches and
glaciers.
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continental shelves (Overduin et al. 2019). Permafrost plays a critical role in shaping landscapes,
influencing hydrological processes, regulating carbon dynamics, and supporting unique ecosystems
(Schuur & Mack 2018, Nitzbon et al. 2019, Cahoon et al. 2022, Schwamborn et al. 2023, Gao et al.
2023, Wang et al. 2023). However, permafrost is highly vulnerable to climate change, and its degra-
dation can have significant environmental, social, and economic impacts on both local and global
scales (Timlin et al. 2021, Allard et al. 2012, Jungsberg et al. 2022, Tomaskovicova et al. 2021,
Scheer et al. 2021).

Permafrost is characterized by the presence of ice and its amount within the soil matrix, which
imparts unique properties to the ground. The ice in the ground can exist in various forms, including
ice lenses, ice wedges, and massive ice bodies, and can constitute a significant portion of the ground’s
volume, ranging from a few percent up to 100% in case of excess ice with pure ice layers (Obu 2021).
In thickness, permafrost ranges from less than 1m to greater than 1500m (National Snow and Ice
Data Center 2023c).

Figure 2: Typical temperature curve (trumpet curve) from a permafrost environment and terms
used for different zones and boundaries (Hornum 2018).
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Typical parameters associated with permafrost are explained using Figure 2. The maximum
annual thaw depth is referred to as the active layer (AL) thickness. The mean annual temperature
at this depth is referred to as temperature at the top of the permafrost (TTOP). Permafrost is
very sensitive to changes in air temperature. Temperature variations at the ground surface (terrain
level) are typically much greater than in deeper layers due to external influences such as air temper-
ature and decrease with increasing depth. When the influence of the fluctuations diminishes, the
permafrost temperature remains relatively constant over longer periods of time. The depth, where
annual variations in temperature is less than 0.1 ◦C is called zero annual amplitude (ZAA), which
is also a characteristic indicator of the thermal regime and stability of permafrost. At great depths,
the geothermal gradient plays a role, leading to increased warming towards the permafrost base,
where the soil is in a thawed state. Furthermore, the freezing of the soil can be delayed to some
extent, as the presence of saline ground, for example, delays the transition to the frozen state by a
few ◦C (Chuvilin et al. 2022).

Permafrost is classified as continuous, discontinuous, sporadic and isolated. In the continuous
area, 90 to 100% of the ground is frozen, typically with the mean annual air temperature (MAAT)
at or below 0 ◦C (National Snow and Ice Data Center 2023c). In areas, where the MAAT is typically
slightly warmer but can be still below 0 ◦C, there is discontinuous permafrost with 50 to 90% frozen
ground. Sporadic permafrost with 10 to 50% and isolated patches with 0 to 10% as permanently
frozen ground in cold regions are zoned in Figure 1 as well. For the latter, cold microclimates and
specific vegetation or surface conditions are important, as is the case for alpine permafrost. Apart
from terrestrial permafrost, there is also subsea permafrost, which lies below the seabed after the
past ice ages due to rising sea levels (Osterkamp & Sherman 2019). Based on model analyses, this
appears to be thinning (Overduin et al. 2019).

Permafrost regions are characterized by distinctive landforms shaped by the processes of freeze-
thaw cycles and the presence of subsurface ice. Thermokarst is a landforming process in periglacial
areas characterised by thawing in the upper parts of the permafrost. The thawing of the ice in the
soil causes a loss of volume, which causes the soil to subside. The greater the ice content in the
soil, the greater the thermokarst effect. Thermokarst lakes are formed when permafrost thaws and
releases water, which in turn leads to greater thawing of the underlying ground (National Snow and
Ice Data Center 2023c). The unfrozen ground under water bodies, infrastructure or other insulating
objects surrounded by permafrost is called talik. With time and the addition of water, a pingo can
form on it (Figure 3). In permafrost landscapes there exists massive ice or excess ice, which is
the volume of ice in the ground that exceeds the total pore volume that the ground would have
under natural unfrozen conditions (National Snow and Ice Data Center 2023a) and has to be fed
with sufficient water to form. These are large ice masses in the ground, for example in the form of
ice wedges, pingos, buried ice or large ice lenses (National Snow and Ice Data Center 2023b). Ice
wedges can form in the soil when it cracks due to cold temperatures, snow melt water penetrates,
refreezes and expands (Mackay 1993). The ground tends to crack again later in the same place,
allowing ice wedges to grow. The increase in volume lifts the ground and creates rims, which are
typical for the formation of polygons or other shapes called patterned ground.

Permafrost is particularly sensitive to changes in air temperature and snow cover, and as a
result of ongoing global warming permafrost is undergoing rapid degradation in many parts of the
world (Schneider von Deimling et al. 2021, Liu et al. 2020, Haynes et al. 2019). The Arctic has
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Figure 3: Schematic representation of the formation of open-system and closed-system pingos (En-
cyclopædia Britannica Inc. 2023).

experienced warming at twice the rate of the global average over the past few decades, resulting in
permafrost thawing and subsidence of the land surface (Günther et al. 2015, Foster et al. 2022). The
impacts of permafrost degradation are wide-ranging and complex, affecting various environmental
and socio-economic aspects.

Permafrost contains a large amount of organic carbon, estimated to be twice the amount of
carbon stored in the Earth’s atmosphere (Schuur et al. 2008, 2009, Tamocai et al. 2009, Epstein
2013). As a consequence of the changing climate, the ground warms due to rising temperatures,
frozen sediments thaw and release organic carbon (Biskaborn et al. 2019). This creates a positive
feedback loop, where climate change leads to permafrost thaw, which in turn releases more green-
house gases, exacerbating global warming (Schuur & Abbott 2011, Grosse et al. 2011).

Permafrost plays a crucial role in regulating hydrological processes in cold regions. It acts
as a barrier that prevents water from infiltrating into the ground, leading to the formation of
unique ecosystems such as wetlands and peatlands (Gautier 2021, Treat et al. 2022). However,
permafrost degradation can disrupt the hydrological balance, resulting in changes to surface water
and groundwater dynamics, increased erosion, and changes to aquatic habitats (Ran et al. 2023,
Gao & Coon 2022, Kokelj et al. 2021, Chalov & Prokopeva 2022, Alexander et al. 2020, Forbes et al.
2022). These impacts can have significant consequences for local water resources, infrastructure,
and communities that rely on water for various purposes, such as drinking water, agriculture, and
transportation (Li et al. 2022, Varlamov et al. 2022, Rolph et al. 2022, Lavrillier & Gabyshev 2021,
Lytkin et al. 2021).

Permafrost supports unique and fragile ecosystems that are adapted to the extreme cold and
limited growing seasons. Permafrost degradation can result in changes to vegetation composition,
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shifts in wildlife habitat, and alterations in ecosystem functions and services (Yun et al. 2023, Che
et al. 2023, Webb et al. 2022, Dearborn et al. 2021). These changes can have cascading effects on
biodiversity, food webs, and ecosystem stability (Mȩtrak et al. 2023, Monteux et al. 2022, Wang
et al. 2022), with potential repercussions for local livelihoods, traditional subsistence practices, and
cultural heritage (Gibson et al. 2021, Brubaker et al. 2011, Nicu et al. 2021, Hollesen et al. 2017,
Nicu et al. 2022).

In conclusion, permafrost is a critical component of cold region environments, with important
implications for global climate, hydrology, and ecosystems. Thawing and melting of permafrost
can cause subsidence and changes in hydrology and ecosystems. However, permafrost is highly
vulnerable to climate change, and its degradation can have far-reaching environmental, social, and
economic impacts. Research is ongoing to better understand the complex dynamics of permafrost
and its interactions with the changing climate, as well as to develop strategies for mitigating and
adapting to permafrost degradation. Effective management of permafrost requires interdisciplinary
approaches that integrate scientific knowledge, engineering approaches, traditional knowledge, and
community engagement to ensure sustainable and resilient solutions for both local communities and
the global environment.

Degradational aspects in permafrost infrastructure regions refer to the challenges and issues
that arise due to the thawing of permafrost in areas where human-made structures, such as buildings,
roads, pipelines, and other infrastructure, have been built. Permafrost thaw can have significant
impacts on the stability and functionality of infrastructure in these regions. That includes thaw
settlement, subsidence, erosion, permafrost degradation under structures, infrastructure damage,
increased maintenance costs, disruption of transportation and environmental impacts. Addressing
these aspects requires careful planning, engineering, and adaptation strategies. In my thesis, I focus
on roads and its degradation underneath. It is also partly connected to subsidence, infrastructure
damage and maintenance. My research question centers on the influence of different parameters,
such as excess ice, albedo or snow distribution, on the thermal regime of the ground and the
permafrost degradation.

1.2 Road construction in permafrost regions

Infrastructure faces challenges due to ice bearing permafrost and seasonal freeze thaw cycles.
The degradation of permafrost can destabilise the surface, posing various challenges for road con-
structions in the Arctic. However, in regions with permafrost or seasonal frost, special attention
must be paid to them. Measures and solutions should be found to ensure stability over time while
protecting the underlying permafrost.

1.2.1 Challenges

Some challenges that roads face in permafrost regions are described in more detail below. The
selected main challenges are: thawing of permafrost, drainage, peat and damages of roads.

Excess ice and thawing of permafrost
Warming and thawing of permafrost is a known effect when it comes to road construction in the
Arctic and is related to damages, stability problems and natural hazards (Fortier et al. 2011, Parent
et al. 2019, Kong & Doré 2021, Hjort et al. 2022). From one-third to more than 50 % of fundamental
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circumpolar infrastructure is at risk by mid-century (Hjort et al. 2022).

Excess ice is defined as the volume of ice in the ground that exceeds the total pore volume
that the ground would have under natural unfrozen conditions (National Snow and Ice Data Center
2023a). Permafrost typically contains ice-rich elements such as ice wedges or ice masses of limited
extent, which are often crossed by roads (Andersland & Ladanyi 2004). Road construction affects
the existing thermal regime of the soil and alters the heat exchange at the surface, leading to heat
accumulation and thus degradation of the permafrost and melting of the ground ice. This results in
differential settlements and hence safety issues and a tendency to longitudinal and thermal cracking
(more in paragraph 1.2.1). If there is locally massive ice, "sinkholes" may occur in the pavement
(Andersland & Ladanyi 2004).

According to Andersland & Ladanyi (2004) the ideal embankment is thick enough and built with
a non-frost susceptible soil to serve as an insulator for the permafrost beneath. In cold permafrost
regions with a mean annual ground temperature (MAGT) of −11 ◦C a gravel embankment should
be 1.5m thick to keep the thawing only within the embankment (Andersland & Ladanyi 2004).
When it is very ice-rich permafrost, the thawing would influence the settlement and hence stability
significantly. To prevent thawing next to roads, ditches should not be excavated (Lin et al. 2011).

Drainage
Drainage is a severe issue and can cause stability and bearing capacity problems (Villumsen et al.
2007). When the moisture content increases (partly caused by climate change) in the embankment
the strength will be weakened. With permafrost underneath, the drained water contributes to ad-
vection and heat transport effects, which can affect the ground thermal regime. If an embankment
cuts off the natural groundwater or surface water flow during the melting season, water can accu-
mulate and create ponds at the toe or next to the road (Connor et al. 2020). This process increases
the thawing of permafrost and leads to (differential) subsidence, which can cause damage. If poor
drainage occurs and the water drainage regime is changed, thawed bulbs can form under or around
the embankment or ponds are created (Wang et al. 2017). Therefore, those thawed bulbs increase
the transport of heat, which leads to locally uneven thawing of permafrost.

Additionally, a new drainage can be created during construction (Connor et al. 2020). The
embankment itself can lead to warming of the soil beneath. In regions with high ice content,
this can melt the ice, induce a water flow and transport sediments, which will end in subsidence,
weakening and damage (Connor et al. 2020, Doré 2004, Zeinali et al. 2016).

Peat
Peat can cause problems with the stability and bearing capacity of embankments, as it often stores
a lot of water that cannot be drained away in such quantity (Bigum and Steenfos 1984). If the
road is built on a peat layer the load of the road pushes the water out of the peat, which is why
settlements can occur. Ditches would additionally drain the peat layer and thus increase the erosion
of the road (Bigum and Steenfos 1984). The excavation of peat is often not actionable, cost-effective
or sustainable and only worth for large road projects like high speed national roads (Villumsen et al.
2007). In general, excavation of peat should be avoided due to its important role in climate and for
conservation reasons, as 80 % of the world’s peatland has already been destroyed (IUCN 2021). For
lower classes of roads, more cost-effective and site-specific solutions can be used, like rehabilitation
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projects of roads floating on peat or as insulation for the permafrost beneath (Villumsen et al. 2007,
Bigum and Steenfos 1984).

Damages
Roads in a seasonal or permanently frozen setting are facing several problems. Approximately 30%
of total road length in permafrost areas are affected by embankment damages due to underlying
permafrost degradation (Chai et al. 2018). A common phenomenon is rutting of the pavement,
which is favored by the use of studded tires, heavy vehicles and low speed. This mainly affects
road safety due to aquaplaning and a slippery road surface due to remaining snow during winter
maintenance.

Another major damage scenario is unevenness in the longitudinal direction of the road. This is
mostly caused by thaw settlements (85%) or frost heave (15 %) (Chai et al. 2018, Wang et al. 2009).
Since roads are usually built along many kilometers with similar properties of the structure and
asphalt, but the conditions of the underlying soil can change, differential settlement results. Ice-rich
sections exhibit larger settlements. The weight of the road structure itself may lead to additional
settlement over time due to the consolidation of the predominantly fine-grained soil.

A type of damage that occurs in many different forms is cracking (Figure 4). Cracks usually
develop at low temperatures because the asphalt is then stiffer and more brittle. When temperatures
drop rapidly, cracks appear across the entire road at regular intervals to relieve the stresses that
occur. They can likewise form more frequently during spring thaw, as the asphalt is much weaker
(Doré 2004, Zeinali et al. 2016). Another possibility is that cracks develop in the center of the road,
which is caused by frost heave. In winter, snow is removed, allowing frost to penetrate the road
more easily than on the shoulders, which are insulated by snow. In addition, cracking can occur
on the side of the road, usually caused by heavy vehicles that are forced to drive close to the edge
due to narrow roads and thus the load cannot be distributed well. Thaw consolidation within the
roadbed soil under the embankment causes longitudinal and road shoulder cracks (Figure 4) (Chai
et al. 2018, Wang et al. 2009, Wang 2017). Shoulder rotation occurs when the snow cover insulates
the area next to the road (Figure 4) and thus keep the ground at warmer temperatures compared
to the surrounding terrain. The permafrost table tilts and forces the shoulder to rotate and crack.
Fatigue cracking is problematic as well, as it allows water to penetrate and cause further damage.

Figure 4: Selected damages of a road cross section in permafrost environment (Ingeman-Nielsen
2022)
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1.2.2 Solutions

To avoid or prevent possible damage, there are some approaches that are used especially in
regions with permafrost. A distinction is made between active and passive methods (Andersland &
Ladanyi 2004). Both methods aim to keep the structure in a frozen state throughout its lifetime,
with passive methods requiring no energy and active methods such as artificial cooling consuming
energy to maintain or cool the thermal regime. Passive methods maintain the existing ground ther-
mal regime whereas active methods accept changes (e.g. cooling). With regard to drainage, the
natural flow path should not be blocked, but kept clear with bridges or culverts.

The design guidelines from Grønlands Hjemmestyre & Rambøll (2008), Andersland & Ladanyi
(2004), Esch (1996) recommend practices to avoid permafrost degradation. Thermal protection
should be provided to limit thaw penetration (Andersland & Ladanyi 2004). A layer of gravel of
sufficient thickness is ideally used to isolate the in-situ frozen ground. In areas with massive ground
ice, the road should be designed with a thicker layer of gravel and ditches should be avoided (An-
dersland & Ladanyi 2004). Esch (1996) makes several suggestions to minimise problems associated
with ice-rich permafrost. These include reflective surfaces, insulation and embankments, and other
measures to counteract the insulating effect of snow. There are several options for introducing cold
air into the embankment in winter (Andersland & Ladanyi 2004).

A first measure is the appropriate choice of materials, whereby these should be frost-resistant
and rather coarse according to Schaible’s criterion1 (Villumsen et al. 2007). It is also possible to
choose the grain size and shape to ensure airflow. Furthermore, there is the possibility to use
Air Convection Embankments (ACE), heat drains (Jørgensen et al. 2008), air convection culverts
(Connor et al. 2020, Malenfant-Lepage et al. 2012), snow/sun sheds or light coloured aggregates
(Malenfant-Lepage et al. 2012) to cool the embankment. A further measure is the use of an insulating
layer in the road structure to reduce the amount of subbase material (Andersland & Ladanyi 2004).
In addition, geotextiles can be used to reinforce the embankment and thus minimize differential
settlement, cracking and shoulder rotation, or as a separator of different materials to ensure drainage
(Connor et al. 2020). Finally, thermo-syphons can be used, which contain a gas and extract heat
from the soil like a refrigeration system (Connor et al. 2020).

1.2.3 Thermal modeling through and under embankments

Information about the permafrost underneath transportation infrastructure is very valuable.
A Canadian test site provides long-term thermal response for such a scenario to examine the dis-
turbance on permafrost induced by the construction and climate change (Kong et al. 2018). Tem-
perature data is used to calibrate the thermal model and gives information about the sensitivity
of the ground thermal regime. For a better accuracy input parameters such as near surface air
temperature, soil properties and embankment dimensions are used.

The study of Schneider von Deimling et al. (2021) investigates the thermal regime and per-
mafrost degradation under climate warming beneath a road with embankment in Alaska by using
the laterally coupled one dimensional heat conduction model CryoGrid3. Their study served as a
basis for me and I first reproduce the results for the Dalton Highway in the CryoGrid community

1Method to assess the frost-risk of material by comparing it’s grain size distribution with Schaible’s boundary
sieving-curves divided into three areas: frost dangerous, frost susceptible and frost safe (Villumsen et al. 2007)
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model (see Appendix A). The study of Schneider von Deimling et al. (2021) focusses on ice-rich
grounds and its melting of excess ice and following subsidence. A prediction about the time frame
when failure might occur is given, wherein the design of the road plays a major role. Built infras-
tructure on permafrost significantly influences the ground thermal regime. Within 30 years – which
is a typical lifespan of those structures – the predicted permafrost thaw would negatively affect
serviceability (Schneider von Deimling et al. 2021). During winter snow usually accumulates at the
shoulders and toes of the embankment (O’Neill & Burn 2017), which leads to the insulation of these
area and accordingly cannot be cooled by the cold air. Furthermore, the plowing of snow causes
cooling of the surface and subsurface. Embankments can also have a damming effect, which results
in ponding next to the infrastructure.

In addition, there is a relatively new modelling study by Chen et al. (2023) on the railway
embankment on the Tibetan Plateau, which also investigates the thermal conditions of embankments
under various influencing factors, such as time of the year, sunny and shady side as well as distance
to the center.
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2 Methods

As described in the previous section, my thesis is about a road as a small scale feature. How-
ever, climate data are of much larger scale, which is why I address the challenges of different model
scales. Furthermore, I describe the background to the climate forcing data used for reanalysis and
projection. I briefly discuss the ground thermal regime with observational data, which was used
primarily as input to the model via borehole thermistor data and iButton sensors for validation.
Afterwards I describe the structure of the CryoGrid community model with focus on the configura-
tion I used and an overview of the classes I applied. Finally, I describe how I handle possible bias
in the initialization of the model.

2.1 Model scales and challenges

For the different influencing parameters, different temporal and spacial scales are common
(Figure 5). Accordingly, climate and its changes are rather considered on a long-term scale (about
100 years) and infrastructure life time on a shorter time scale of about 30 years. In terms of spatial
scales, global climate change tends to be applied on a large scale to the Arctic or to grid cells of
several kilometers, whereas infrastructure is applied on a scale of a few meters.

Geotechnical models (GTMs) are used for engineering tasks when specific conditions should be
met and complex processes are described mainly on fine scales (Schneider von Deimling et al. 2021).
Those models are very good for simulating the construction phases, but can only map long-term
effects to a limited amount. The input of exact boundary conditions is necessary to get reliable
results. GTMs often do not take the insulating effect of snow into account, which is important for
permafrost modeling (Schneider von Deimling et al. 2021).

Figure 5: Classification of model classes with their tempo-
ral and spatial scale (Schneider von Deimling et al. 2021)

For more complex problems, thermo-
hydro-mechanical (THM) models are
used to couple the three components:
thermal, hydrological and mechani-
cal properties. A THM is typi-
cally implemented in a software like
Plaxis or GeoStudio. Its advan-
tage is the ability to couple pro-
cesses and obtain information about
stability, deformation and failure.
The challenge of THM models is,
that they have high computational
costs limiting the use for long-term
climate-warming models or param-
eter testing (Schneider von Deim-
ling et al. 2021). Furthermore,
the models are limited to a small
scale.

To project future climate change
Earth system models (ESMs) are used
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as a primary tool (Aas et al. 2019). ESMs simulate globally averaged land carbon sinks within the
range of observation-based estimates with a high confidence (Pörtner et al. 2022). A globally fitted
model often masks large regional disagreements, especially in permafrost landscapes where melting
of ground ice and ensuing subsidence impact the lateral processes. These changes can significantly
alter soil conditions and lead to fluxes of heat, water, and carbon to the atmosphere (Aas et al. 2019).

With a changing topography on smaller scales and related fluxes of heat, and water a two-tile
model approach is possible. For different ice-rich ground dominated permafrost landscapes these
two-tile simulations give a realistic response (Aas et al. 2019). In general, lateral fluxes and chang-
ing microtopography have a strong impact on simulated permafrost conditions in the current state
and for future projections. In several studies it was demonstrated that laterally coupled tiles from
existing methods enable a simple and effective first-order representation for observed degradation
processes in ice-rich permafrost regions (Aas et al. 2019, Nitzbon et al. 2019).

Furthermore, Land surface models (LSMs) as a component of ESMs simulate the exchange
of water and energy fluxes with quantitative methods at the interface of atmosphere and Earth
surface. LSMs are important tools to investigate the sensitivity of the terrestrial Cryosphere under
complex environmental and climatic conditions (Westermann et al. 2023). LSMs are able to project
climate change impact. Within the last decade, LSMs improved a lot with regards to permafrost
changes and degradation (Schneider von Deimling et al. 2021). The focus of the developments
is on the description of physical thaw processes and biogeochemical cycles of soil carbon release,
but does not include impacts on infrastructure (Schneider von Deimling et al. 2021). In several
studies LSMs predict large-scale degradation of near-surface permafrost within the next 80 years
(Lawrence et al. 2008, 2012, McGuire et al. 2018). But LSMs are very simplistic with only one di-
mension to simulate top-down thawing. They disregard lateral processes (e.g. snow redistribution,
soil erosion, water flow,...), which are common in many permafrost regions. The spatial grid of
LSMs is very coarse with a horizontal resolution of approximately 100 km (Schneider von Deimling
et al. 2021). That is why it is not practical to use LSMs for permafrost related small-scale problems.

Additionally, Process-based tiling models (PTMs) combine the detailed, small-scale GTMs
and the long-term, large-scale LSMs to model interaction between climate warming, permafrost
degradation and infrastructure (Schneider von Deimling et al. 2021). Those models are reduced in
complexity while keeping the most important processes related to infrastructure-affected permafrost
thaw. In contrast to LSMs lateral interactions between individual tiles are considered. In addition,
it has a much faster time integration due to a reduced order representation compared to GTMs.
Therefore, they reach the same spin-up, long-term simulation and uncertainties. The PTMs have a
high vertical resolution, which allows them to solve time-sensitive problems and complex problems
on a scale not comparable with GTMs (Schneider von Deimling et al. 2021). PTMs have a modular
structure and are scalable to a particular problem. In my thesis I use a PTM, more precisely the
CryoGrid community model, which links small-scale GTMs and large-scale LSMs.CryoGrid is a 1D
heat-diffusion model, developed using the PTMs background. It has been used already successfully
in several studies related to permafrost processes of taliks (Langer et al. 2016), thermokarst (West-
ermann et al. 2016, Martin et al. 2021, Nitzbon et al. 2021) or ice-wedge polygons (Nitzbon et al.
2019, 2020).
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2.2 Climate

Freezing and thawing indices are used to estimate whether cold or warm a site is and how it
develops over time. They can be calculated based on the temperature records. For this purpose, I
used the daily mean value of the temperature over one year, with February 29th being ignored in
leap years. Those indices can be described with integrals of the temperature over the time t [days].
Due to the fact that the daily average temperature is used, it can be simplified with a sum. I
added up all negative temperatures Tn of all days of a year for the freezing index If and all positive
temperatures Tp for the thawing index It. Equation 1 explains the calculation of the indices, where
θ denotes the duration of freezing or thawing in days.

Freezing index : If =

∫ θ

0
Tn dt =

θ∑
0

Tn∆t =
θ∑
0

Tn

Thawing index : It =

∫ θ

0
Tp dt =

θ∑
0

Tp∆t =

θ∑
0

Tp

(1)

2.3 Forcing data

Climate projections for the 21st century indicate a pronounced warming and permafrost degra-
dation in the Arctic and sub-arctic regions (Jafarov et al. 2012, Pörtner et al. 2022). Models need
input data that gives information about the climatic and meteorological conditions of the selected
location. This input data can be observations from weather stations or climatic reanalyses and
projections. Climate forcing data provides continuous information about the way volcanic erup-
tions, solar variability, trace gases and aerosols, Milankovitch orbital variations and other factors
can affect the climate (National Centers for Environmental Information (NCEI) 2022). These pa-
rameters change the way how energy is distributed in the atmosphere and therefore contributing
to climatic cooling or warming. Volcanic eruptions tend to cool the climate because the particles
partly reflect the incoming solar radiation. Greenhouse gases on the other hand have the oppo-
site effect and warm the climate. Furthermore, the intensity of incoming radiation varies due to
changing orbits and solar intensity itself (National Centers for Environmental Information (NCEI)
2022). In this work, I use reanalysis data as historical data. For projections into the future until
2100, I apply the Max-Planck Institute - Earth System Model (MPI-ESM) with the most drastic
representative concentration pathways (RCP) scenario. I furthermore discuss the Norwegian Earth
System Model (NorESM).

2.3.1 Reanalysis data

The European Centre for Medium-Range Weather Forecasts (ECMWF) provides a series of
ECMWF reanalysis (ERA) data sets. For my thesis, I use the fifth generation ECMWF atmo-
spheric reanalysis (ERA5) reanalysis data set. It covers a period from January 1950 to present
and is produced by the Copernicus Climate Change Service (C3S) at ECMWF (ECMWF 2022a).
ERA5 provides hourly estimates of a large number of atmospheric, land and oceanic climate vari-
ables (ECMWF 2022b). Each grid has a size of 30 km and resolves the atmosphere by using 137 levels
from the surface up to 80 km of height. Information about uncertainties are given in the data as
well (ECMWF 2022b). The ERA5 data is available on single levels, 37 pressure levels, 16 potential
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temperature levels, one potential vorticity level and 137 model levels (ECMWF 2022a). Further-
more, there are daily and monthly aggregates of the hourly field available. I use the data provided
on a daily basis. Quality-assured monthly updates of ERA5 (1959 to present) are published within
three months of real time and preliminary daily updates of the data set are available to users within
five days of real time (ECMWF 2022b). ERA5 combines the enormous amount of historical observa-
tions (satellite and in-situ) into global estimates by using advanced modelling and data assimilation
systems (ECMWF 2022a).

The ERA5 data can be downloaded from C3S with a web interface2 or a Python-based ap-
plication to get the Network Common Data Format (netCDF) files. This is prepared by Thomas
Ingeman-Nielsen because the download process is very time consuming. I process the netCDF-files
to get the forcing data in a format that is used by the Matlab based CryoGrid community model
(see paragraph 2.5.1). I first extract the individual variables and then perform the downscaling
algorithm. To check if the forcing data is applicable to the region of interest, I plot the variables to
make a first order estimate to see whether the amplitudes and annual cycles match the observations
from the weather station (Haagmans 2021). The forcing variables, which do not match with the
observations, need to be bias-corrected.

2.3.2 Projection models

In 2008, the Working Group on Coupled Modelling (WGCM) of the World Climate Research
Programme (WCRP) produced a protocol for Coupled Model Intercomparison Project (CMIP)
Phase 5, which summarises 35 climate model experiments from 20 climate modelling groups (Taylor
et al. 2012). These models are utilized, among other things, to investigate mechanisms for differences
due to feedbacks with the carbon cycle and clouds (PCMDI 2023). In addition, the predictability
of climate from models are investigated, as well as the reasons why similar models produce a range
of results (PCMDI 2023). The results from the international climate model comparison project
CMIP serve as a basis for the Intergovernmental Panel on Climate Change (IPCC) reports. By
now, the newer updated version CMIP Phase 6 is publicly available, which has a higher spatial grid
resolution (Martel et al. 2022). All climate models with their different scenarios can be downloaded
from the Copernicus repository. For my thesis, I download the MPI-ESM and NorESM. De-
pending on the model, daily or monthly data for single level and pressure level of different variables
(2m temperature, 10m wind speed, near-surface specific humidity, geopotential height, etc.) are
available. I download all available parameters for each model. In addition, the models in CMIP5
provide the RCP scenarios 2.6, 4.5, 6.0 and 8.5, which estimate the climate of the future based on an
increase in the volume of greenhouse gases. The number represents the expected radiative forcing
in 2100 (2.6Wm−2, 4.5Wm−2 etc.). For more recent models of CMIP6, the Shared Socioeconomic
Pathways (SSP) scenarios 1-1.9, 1-2.6, 2-3.4, 5-3.4, 2-4.5, 4-6.0, 3-7.0 and 5-8.5 are used. In my
thesis I use the SSP5-8.5 scenario. They are based on the RCP with a stronger focus on global
societal, demographic and economic changes (Riahi et al. 2017).

MPI-ESM is a model developed by the Max Planck Institute for Meteorology in Germany,
which is provided for CMIP6 in low (LR) and high resolution (HR). MPI-ESM is also available for
earlier CMIP phases, but I focus on CMIP6 here, which I use for my forcing data set. The models
are released in 2017 and include the following components: aerosol, atmosphere, land, hydrology,

2https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-era5-single-levels and https://
cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-era5-pressure-levels
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dynamic vegetation, land ice, ocean dynamics, ocean biogeochemistry and sea ice with resolutions
between 50 km and 100 km (HR) and 250 km (LR) (Fiedler et al. 2019, Schupfner et al. 2019). For
daily data, the HR model provides only historical data, whereas the LR model provides air tempera-
ture, specific humidity, pressure, wind speed and precipitation for the projection scenarios SSP1-2.6,
SSP2-4.5, SSP3-7.0 and SSP5-8.5 (Copernicus Climate Change Service 2021). For monthly data,
significantly more parameters and pressure levels can be selected. I download the projection for
MPI-ESM1-2-LR raw data up to 2100 for my thesis from Copernicus and use SSP5-8.5.

Another model introduced with CMIP5 is the NorESM1 (medium resolution) described by
Bentsen et al. (2013) (Taylor et al. 2012). The NorESM2 model, which has been extended for
CMIP6, is described in more detail by Seland et al. (2020) with new developments from Guo et al.
(2019). The model is divided into the components atmosphere, sea, sea ice, land with vegetation,
etc. and includes interaction with atmosphere chemistry and biogeochemical cycles (NorESM 2016).
The development has been taking place since 2007. I discuss the comparison of available parameters
and scenarios to MPI-ESM (Copernicus Climate Change Service 2021). For Greenland, NorESM
is known in other contexts to give good results compared to observations (Bezeau et al. 2015,
Plach et al. 2018). I download the data for NorESM1 from Copernicus pressure level and
Copernicus single level via CMIP5. For NorESM2, however, only surface level data is available.
As downscaling with TopoSCALE (see below) would therefore not be feasible with NorESM2, I use
CMIP5 instead.

2.3.3 Connection and downscaling algorithm

I combine the reanalysis data from ERA5 and the MPI-ESM projections following a two-step
approach developed and performed by Alexander Oehme at AWI. First, a reference period is defined
for which both models (ERA5 and projection MPI-ESM) have data. For this overlap, the anomalies
of the projections are considered and applied to the ERA5 forcing data. Depending on the length
of the reference period, this results in a periodicity for the future projections. By using only the
anomalies and not the values themselves, it is ensured that there is no gap between the reanalysis
data and the projections. If the reanalysis period shows only small anomalies, however, I applied
these also for the future.

The grid cells of the reanalysis data as well as the forcing are generally not very dense and usu-
ally not at the location the user is interested in. A downscaling to the point of interest is therefore
needed. One option is the realisation of downscaling using the distance of the grid points to the
point of interest (POI). I determine the number of points to be included based on the distance to
the POI. The distances are weighted differently, the closer they are to the POI, the greater their
weight, and the further away, the less their influence. I then interpolate the values of the grid cells
according to the weighting. Possible topographical differences do not play a role. This procedure is
provided by Alexander Oehme (AWI).

Alternatively, the algorithm TopoSCALE from Fiddes & Gruber (2014) is used for downscal-
ing. TopoSCALE is optimised for difficult, hilly and remote terrain. Climate models usually have a
high vertical resolution of the atmospheric column with pressure level data between 1 and 1000 hPa
(ECMWF 2023). Furthermore, a well resolved digital elevation model (DEM) is required to per-
form the downscaling algorithm. I used the Copernicus GLO-30 Digital Elevation Model from
OpenTopography with a resolution of 30m. Based on this, the coarse-grid climate variables were
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subdivided to a finer scale (Fiddes & Gruber 2014). In TopoSCALE, I interpolate the pressure level
data according to their topographic height. The short-wave radiation is provided with an elevation
and topography correction. For long-wave radiation, however, the cloud component of the emissivity
is used in the TopoSCALE algorithm, as well as temperature and relative humidity. Precipitation
is decomposed with a simple non-linear lapse and optionally with a climatology approach (Fiddes &
Gruber 2014). The TopoSCALE approach has already been successfully applied to complex terrain
in the Alps with good results, so I applyying it to Ilulissat in West Greenland. The coding base is
provided to me by Thomas Ingeman-Nielsen (DTU).

2.4 Ground thermal regime

There are several ways to investigate the ground thermal regime using measured and non-
modelled data. On the one hand, boreholes can be created and their soil analysed over the depth.
Then, it becomes accessible to equip these boreholes with a thermistor string, facilitating the record-
ing of temperatures. Secondly, iButton sensors can be installed to record near-surface temperatures.

2.4.1 Boreholes

In permafrost regions, it has been a common practice for many decades to establish boreholes
in order to test the soil for specific parameters in the laboratory. These include bulk density, grain
density, water content, void ratio, porosity, ice saturation and loss on ignition for organic matter
(Scheer & Ingeman-Nielsen 2022). Furthermore, salinity and grain size distribution can be deter-
mined. For some of these investigations it is necessary that the core is stored or transported in a
frozen state in order to be examined in the laboratory afterwards. The cores provide information on
the stratigraphy of the soil and the properties of the individual layers. In the context of my thesis,
the soil type with the corresponding depth as well as the presence and depth of possible ice lenses
and excess ice layer are of particular interest.

Once the borehole has been drilled, it can be equipped with a thermistor (thermal + resistor)
string to measure temperatures over depth. The sensor changes resistance depending on the tem-
perature. This is converted to temperatures using a calibration cable (beadedstream inc. 2022).
The thermistors are installed on a cable with a certain distance between them. The temperature
sensors are closer together near the surface (10 cm to 25 cm), because greater fluctuations are to
be expected there due to the influence of the air temperature. At depth, the fluctuations become
smaller, so that the sensors can be spaced further apart (50 cm to 2m). The thermistor string is
installed in a hollow tube which is inserted into the borehole and surrounded by a filling material
(grout or sand) (Noetzli et al. 2021). The tube can either not be filled and air convection is neglected
due to the narrow diameter and small temperature gradients (Zotikov 1986, Haeberli & Funk 1991)
or it can be filled with a compensating liquid. Nowadays it is common for such thermistor strings
to record the data and be read out from time to time, whereas in the past it was necessary to visit
the borehole and measure the temperatures on site. I use the DTUborehole temperature data to
generate trumpet plots, that are based on monthly maximum, mean and minimum temperatures
(see Figure 2).

2.4.2 iButtons

For ground surface temperatures, iButton sensors are used, which are installed on the surface
and automatically record the temperatures. Before the sensors are installed, they must be calibrated
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in the laboratory (Scheer 2020). After the appropriate location has been chosen, the surface must
be prepared and cleaned a little to place the sensor. Surface temperatures with different distances
to the road are of particular interest for my thesis. To get the logged data, the user has to come
back at a later time to retrieve and read it. To make the iButtons easier to find, coloured wires can
be attached (Scheer 2020). The whole process of calibration, choice of location, installation and
retrieval is done by Johanna Scheer from DTU. The iButton sensors used, model DS1922L, have a
temperature range of −40 ◦C to 85 ◦C with an accuracy of ±0.5 ◦C in the range of −10 ◦C to 65 ◦C
and a user-defined logging rate of 1 s to 273 h and are resistant to dirt and moisture (iButtonLink
2023).

The processing of the ground surface temperature data starts with a calibration process for
each iButton sensor according to Ingeman-Nielsen (2016), where the calibration value is added to
the measured temperature of the sensor. It is then possible to plot the temperature comparatively
over time.

2.5 CryoGrid community model

The newest version of the CryoGrid family is the CryoGrid community model, which should
combine the functionalities of CryoGrid 1 to 3 and go beyond their limitations. The whole section
is based on the preprint Westermann et al. (2022) and the final version Westermann et al. (2023)
and describes the mode of operation of the model and its functionality. For the numerical modeling
of the road as well as the surrounding tundra described below (subsection 3.4), I use the CryoGrid
community model, which is suitable due to its modular structure and functional representation of
the processes in the permafrost. This has already been confirmed for a similar setup in Alaska with
CryoGrid 3 (Schneider von Deimling et al. 2021). My comparison between CryoGrid 3 by Schnei-
der von Deimling et al. (2021) and the community model for the setup on the Dalton Highway can
be seen in Appendix A.

Figure 6: Hierarchy of the types of CryoGrid classes required for multi-physics simulations within
the CryoGrid community model (Westermann et al. 2023)

The CryoGrid community model is modular structured (Figure 6) with different functionalities.
I combined several modules to build up the model. The model is a flexible toolbox to simulate the
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ground thermal regime as well as the ice/water balance for permafrost and glaciers. By using fully
modular structures through object-oriented programming it can be applied to many scenarios. The
model is implemented in the programming language Matlab. Each object/class contains variables
and functions which can modify those and point to other classes in a tree-like structure (Figure 6).
The best-fitting class-type including their parameters needs to be selected by the user depending
on the use. My specific setup is explained later in this section. RUN_INFO is the only mandatory
class type. The class type TILE in the second level (Figure 6) performs a one-dimensional simula-
tion like CryoGrid 2 and 3. RUN_INFO organizes the simulation and selects how many TILES are
launched including their execution modes. I implement most of my model runs with five TILES.
Hierarchy level 3 employs specialized class types, which control different aspects of the simulation
(state variables, forcing and output classes). Different FORCING classes are available to provide
the required model forcing (see subsection 2.3) at a specific time step. OUT classes decide which
kind of data and how the output is stored. The STRATIGRAPHY classes calculate depth profiles
of different model variables to determine the initial state. LATERAL controls lateral interactions
with the external environment. The classes I use are explained in more detail in subsubsection 2.5.1.

Different stratigraphy classes with their specific model physics and state variables are stacked
vertically to realize a one-dimensional model simulation (Figure 7). The boundary conditions are
applied to the upper- and lowermost classes and interaction classes compute fluxes across the bound-
aries between adjoining stratigraphy classes.

Figure 7: Example of a
CryoGrid stratigraphy in a
one-dimensional tile class
with three stratigraphy
classes coupled by interaction
(IA) classes (Westermann
et al. 2022)

Figure 8: Schematic representation of the CryoGrid stratig-
raphy when a snow cover is present. Left: snow initially
added as CHILD to the uppermost surface class and covers
surface area only partially. Right: snow water equivalent
exceeds user-defined threshold and snow class becomes up-
permost class of regular stratigraphy. The process reverses
when snow melts. (Westermann et al. 2022)

Page 18 of 82



Permafrost modeling of roads 2.5 CryoGrid community model

Figure 9: Schematic representation of the CryoGrid stratigraphy interacting with a lateral interac-
tion (IA) class. (Westermann et al. 2023)

Another feature of the stratigraphy classes is the ability to modify and rearrange the stratig-
raphy itself if a certain condition is met. This can be the case for ponding or seasonal snow cover
(Figure 8). When the user-defined threshold is reached the class will be inserted/removed automat-
ically. This can in some cases be handled with a CHILD stage where the new class evolves as part
of the uppermost stratigraphy class when the surface is only partially covered. This procedure is
done to prevent numerical issues. When this is not a problem anymore the class is added as the
uppermost one in the stratigraphy.

In the CryoGrid community model a standardized interface is used to implement a variety of
lateral interactions (Figure 9). Lateral classes and lateral interaction classes can be selected. It
can be chosen whether the stratigraphy should interact with external reservoirs or with another
1D stratigraphy, which corresponds to laterally coupled tiling. For external reservoirs, the lateral
fluxes are added or subtracted after a fixed, user-determined interaction time step and should be
small compared to vertical fluxes within the stratigraphy. For my model runs, there is lateral in-
teraction between the adjacent tiles and only the outer tiles interact with the environment, e.g.
through runoff water.

Regarding the thermal conditions, the initial temperature profile is often unknown in reality
and must be estimated by a model spin-up. When the model runs for a certain time period, the
temperature profile becomes independent of the initialization. In the CryoGrid community model
there is the opportunity to accelerate the model spin-up by estimating the equilibrium temperature
profile. For my case, I use the borehole temperature data and assume it to be the initial tempera-
ture profile including the geothermal heat flux. To avoid initialization bias, I apply the procedure
described in subsection 2.6.

Concerning the lateral interactions there is a standardized way to implement a one-dimensional
model column with its environment to account in some extent for the influence of topography. This

Page 19 of 82



Permafrost modeling of roads 2.5 CryoGrid community model

is important when water accumulates in or flows towards terrain depressions to simulate the soil
moisture conditions. The lateral interaction class (Figure 9) realizes the inflow from external water
or heat reservoirs as well as continuous drainage at slopes.

2.5.1 CryoGrid classes

FORCING classes
FORCING classes belong to the classes required in order to run the model. They serve to include
the necessary model forcing for a certain time step. There are different FORCING classes available
in CryoGrid, for example to easily interpolate the raw data or to reproject the radiative components
based on slope and aspect. For forcing, the class FORCING_seb_mat is used, which uses the surface
energy balance (SEB) and allows reading the data in a .mat file. The necessary parameters in the
forcing data are: incoming shortwave and longwave radiation Sin and Lin [Wm−2], precipitation Ps

(solid) and Pl (liquid) [mmd−1], air pressure p [Pa], air temperature Tair, wind speed U [ms−1] and
specific humidity qair [kgwater vapor kg−1 air] at height above ground h [m] as well as time stamp.
The time must be equally spaced and really exact. The energy flux into the first grid cell Fub can be
determined by a constant temperature or, alternatively and more realistically, by the SEB, which is
defined by the incoming and outgoing short and long wave radiation (Sin, Sout, Lin and Lout) and
the sensible and latent heat flux (Qh and Qe) as a function of time t (see equation 2).

Fub(t) = Sin(t)− Sout(t) + Lin(t)− Lout(t)−Qh(t)−Qe(t) (2)

The model forcing I use is created by downscaling the ERA5 reanalysis data with projection
of the model MPI-ESM with measured data as reference (see subsection 2.3).

STRATIGRAPHY classes
The stratigraphy of state variables (STRAT_STATVAR) classes are used to calculate profiles over
the depth for different parameters and thus the initial state of the model grid. Depending on the
class in use, layers with constant values or interpolation of different values over the depth are uti-
lized. The different defined classes are stacked vertically by means of TILE_1D_standard, with
lateral interactions (paragraph 2.5.1) between the classes ensuring the exchange (Figure 7). Each
class is defined by its specific model physics and state variables. Stratigraphy classes include ground
columns with and without water balance, water bodies, glaciers and snow with different levels of
process representation. Each class occupies a specific vertical domain via its grid cells with bound-
ary conditions applied to the top and bottom class (Figure 10). Within each class, the evolution
over time is calculated, such as ground temperature and water-ice content. In addition, prognostic
state variables (time-derivative calculated and integrated) and diagnostic state variables (not time-
integrated) are used.

An important property of stratigraphy classes is that they can be modified and rearranged in
the course of the model if certain conditions are met. Classes can disappear or be created when,
for example, ponds are formed and then dry up again. If water collects on previously dry ground, a
water body class is created at a user-defined threshold. If the water level subsequently falls below
the threshold again, the stratigraphy class disappears. In the case of seasonal snow cover, a snow
class is also triggered and created. For very low snow depths, however, numerical issues arise due
to small grid cells, which is why the snow class is introduced in steps (Figure 8). It is initially
created in a CHILD environment and is thus not part of the stratigraphy, but develops as part
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of the top stratigraphy class as a water equivalent in the vertical direction. This keeps the snow
volume correct and as soon as the snow volume is large enough, the classes are rearranged and the
snow class becomes part of the stratigraphy as an independent class (Figure 8). With snowmelt,
this happens in reverse order.

Figure 10: CryoGrid stratigraphy in the tile class TILE_1D_standard with two stratigraphy classes.
Each stratigraphy class has its own state variables and model grid, and energy and water are
exchanged between stratigraphy classes. At the upper boundary, energy and water are exchanged,
while a heat flux is typically applied at the lower boundary. (Westermann et al. 2023)

For the simulations in this thesis, the ground classes GROUND_freezeC_bucketW_Xice_
seb_snow and GROUND_freeW_seb are used. These classes describe the proportions of ground
material consisting of mineral θm, organic θo, water θw, ice θi and air fraction θa. The porosity of
the respective layer is calculated with the following equation: ϕ = 1− θm − θo. For the realisation
of seasonal snow, for each ground class there is an identical class with CLASSNAME_snow, which
realises the CHILD processes. The class GROUND_freeW_seb contains the SEB with evapotran-
spiration, free water freezing characteristics and no flow water balance. This is applied to all deeper
layers, i.e. depending on the composition of the tiles from 7m depth or more. For this reason,
no interaction with snow is required. The class GROUND_freezeC_bucketW_Xice_ seb_snow is
applied from the surface to the transition towards GROUND_freeW_seb and considers the CHILD
environment for snow. In addition, the SEB is used with evapotranspiration, Painter & Karra (2014)
freezing characteristics, excess ice representation, bucket scheme water balance with representation
of standing surface water.

LAKE_simple_bucketW_seb_snow is used as the LAKE class for ponding. This applies SEB
with evapotranspiration, free water characteristic, glacier mass balance scheme with surface melt-
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water automatically removed. For snow, the class SNOW_crocus2_bucketW_seb is used, which
utilises snow microphysics, SEB, bucket scheme snow hydrology. Meltwater is retained and allowed
to pool up above the snow surface. The class is designed to be used with GROUND_freezeC_
bucketW_seb_Xice to ensure the transfer of snowmelt.

Interaction classes
In the lateral classes, lateral interactions with external environments/reservoirs are considered.

The interaction classes determine fluxes between two stratigraphy classes across the boundaries
(Figure 9). This ensures their compatibility. If both classes have different state variables in terms
of time integration, the code must ensure the calculation of the correct fluxes. For example, if only
one class is hydrologically active and the sum of water and ice is static for the other, a zero water
flux boundary condition must be used. In the initialisation of the CryoGrid stratigraphy, the correct
interaction class is automatically selected for the two adjacent stratigraphy classes.

In my simulation, the lateral coupling to a heat reservoir LAT3D_HEAT is used across all tiles.
I use the lateral flow class LAT3D_WATER_UNCONFINED_AQUIFER_OVERLAND_ FLOW
for all tiles and LAT3D_WATER_OVERLAND_FLOW for the overland flow of the tundra tile
at the ”margin“ of the simulation boundaries. Further interaction classes are LAT_REMOVE_
SURFACE_WATER for surface water removal, LAT_SEEPAGE_FACE_WATER for the seepage
face and LAT_WATER_RESERVOIR for the use of a water reservoir by an adjacent lake, river or
pond.

OUT classes
The OUT class determines which and how the results are stored. In the test and development phase,
it makes sense to save many variables, whereas the user can only save variables that are of interest.
Furthermore, the full model state can be saved after the simulation is finished in order to start a new
simulation at the same state. For the simulation in my thesis I choose the class OUT_all_lateral,
which stores the stratigraphy classes in a cell array for each timestep. This includes the raw model
state with parameters and temporary variables as well as the variables of the lateral interaction
classes. After the CryoGrid community model has been run, the user receives an annual OUT file,
which provides information on the time stamp, the lateral interaction and the results according to
the stratigraphy in the selected grid. This includes constants, selected parameters as well as the
distribution of the shares over the depth per tile as well as results of the temperature course, water
or ice distribution and numerous other results. I read them out with the help of a Matlab script to
finally obtain the distribution over the depth with time.

2.6 Initialization bias

The result must reflect and inherit the error since simulations rely on assumptions rather than
exact initial conditions. In the CryoGrid community model, one of the initial values is the temper-
ature profile of the ground. This is difficult to estimate in general and especially at great depths,
but is approximated by boreholes and temperature measurements there as well as the thermal gra-
dient based on the geothermal heat flux Qgeo. Borehole data are assumed based on observations
from thermistor strings at the beginning of the simulation in 1980 (more in subsubsection 3.2.1). I
take the temperature profile from the new established boreholes because they have a finer spatial
grid. That gives a rough estimate but does not represent the reality. To determine how large the
deviations are and when the influence of the initialization bias is small enough, the simulated soil
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temperatures are considered and evaluated using statistical methods. I discarded the first 20 years
due to initialisation bias and conducted the following experiment to demonstrate that this period
is sufficiently long and the error caused by initialisation is negligible. First, the forcing data set is
adjusted so that for all parameters (air temperature, rainfall, snowfall, specific humidity, pressure,
shortwave radiation, longwave radiation and wind) the values of the first year considered are re-
peated for 10 years. In case the first year is a leap year, the 29th of February is deleted in common
years and if the first year is a common year, the values of the 28th of February are repeated for all
future leap years. This adjusted forcing data set is used to ensure that temperature fluctuations
come from the simulation and are not influenced by fluctuating input values. For any point in
time during the year, the simulated soil temperature can be observed and compared to the same
point in time in the following year. The signals oscillate around a mean value (see Figure 11) and
if the variations are sufficiently small, I assumed that there is no or a very small influence of the
initialization. To put this on a statistical base, the standard deviation for the temperatures at any
time of the year is compared over several years. These should become very small and tend towards
zero. For my thesis, I assumed a maximum standard deviation of 0.1 ◦C. For the evaluation of the
simulation, only results that are not in the initialization period are finally considered.

Figure 11: Example of a transient mean function due to initialization of a simulation program
(Schruben 1982)
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3 Case - Ilulissat, West Greenland

In my thesis I focus on Ilulissat, the third biggest town in Greenland (Figure 12). It is located
at the west coast at approximately 69°13’ N and 51°6’ W and has about 4700 inhabitants (City
population 2022). The city is located in the continuous permafrost zone. Permafrost and related
freeze-thaw processes affects infrastructure in the area (Ingeman-Nielsen, Scheer & Tomaškovičová
2022).

In the further course of the paper, I discuss the conditions of the ground thermal regime
(subsection 3.2) and climate forcing (subsubsection 3.1.2 and subsection 5.1) in Ilulissat. Likewise,
road construction in Greenland in general is considered and applied to Ilulissat (subsection 3.3
and subsection 3.4).

Figure 12: Map of the Ilulissat area with inserted small map of Greenland with selected place names.
(Geological Survey of Denmark and Greenland (GEUS) 2022)
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3.1 Climate

In this section, I provide insight into various parameters measured by the weather station in
Ilulissat to better understand local conditions. In addition, I show the grid points of the different
forcing data sets, which highlights the problem of using unrealistic data for the projections.

3.1.1 Weather station

Looking at climate and weather data for the region around Ilulissat, there is a weather sta-
tion in the city (since 1961) and another at the airport (since 1991). The data for temperature,
humidity, air pressure, wind, precipitation, sunshine, drought index, lightning and maximum snow
depth are partially incomplete provided by Danmarks Meteorologiske Institut (DMI) (DMI 2022c).
In addition, the new report from 2022 has changed data in a new format back to 1991 for the full
observation cycle at the airport (DMI 2022b). Using the new data from 1991 to 2021, I determined
the temperature profile of a standard year (see Figure 13). Compared to the temperature records
for a single year, some fluctuations have already been reduced. When viewed over a longer period of
time, the curve smooths further and resembles a harmonic function. Using the temperature record-
ings over 30 years (1991-2020) from DMI, I set up a climate diagram which shows the monthly mean
average temperature as well as the mean maximum and minimum temperature (see Figure 13). Con-
tinuous negative temperatures3 are to be expected between October and April. May and September
represent a transition period and positive temperatures can be assumed between June and August.
As a result, permafrost occurs with an AL in the summertime. In addition, precipitation in the
form of snow or hail must be expected. This is mainly important for maintenance of the roads and
insulating effect and thus permafrost thaw or ponding.
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Figure 13: Monthly mean (green), maximum (red) and minimum (blue) air temperatures in Ilulissat
between 1991 and 2020 (data provided by DMI (2022a)) as well as daily air temperature for a
standard year (determined based on data between 1991 and 2021 from DMI (2022b))

The relative humidity is fluctuating between 62.0% and 67.5% within the last decade (DMI
2022c). I consider Ilulissat therefore as a place with rather stable and comfortable air humidity.
The weather station is located at the airport and is thus largely unaffected by the city Ilulissat.

3as average of one month
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The airport is located at approximately the same topographical height and distance from the sea
as the city. The temperatures are relatively low all year round, hence less moisture can be stored
in the air than at warmer temperatures (Figure 13).
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Figure 14: Climate graph with air temperature (1961-1990) and precipitation (1961-1984) for the
weather station in the town Ilulissat (data provided by DMI (2022a))

The climate diagram with data from DMI shows a 30 years period between 1961 and 1990 for
air temperature and a 24 years period for precipitation (Figure 14). Apart from minor deviations,
the behavior of the air temperature curves are comparable to that in Figure 13, which represents
the same data for a different period. In addition, the monthly sums of precipitation between 1961
and 1984 are recorded. The more recent data appear to have problems with recording precipitation.
The maximum monthly precipitation does not rise above 45 mm on average in any month. This
amount of precipitation with an annual total of about 270mm is not particularly high. Due to
the temperature distribution, it is mostly rain in summer (May to September) and snow in winter
(September to May). The snow must be cleared for the maintenance of the roads. This snow is
redistributed and accumulated at the shoulders and toes, which insulates the ground beneath and
affects the thermal regime. The warmest months do not rise above 12 ◦C, so that Ilulissat can be
classified as a tundra climate.

Wind speed and direction are important in relation to the redistribution of snow. I created a
wind rose using the data from DMI since 1992 that shows the frequency [%] with which the wind
blows from a certain direction. In Ilulissat, the prevailing wind is from the west over north-west and
north to north-east (Figure 15). In addition, the windrose shows how often wind occurs at what
speed [m/s] (Figure 15). Most of the year the speed stays below 40 km/h (blue to turquoise) and
often also below 30 km/h (blue). Only in the yellow-green area more than 50 km/h occur. Snow
drift caused by wind, leads to a significant amount of snow particularly on the eastern and south-
eastern sides of roads when they are aligned in a NE-SW direction. Thus accumulation of snow
around embankments is expected. Since the snow has an insulating effect, the temperature of the
ground rises or it cannot be cooled as well, which favors the thawing processes in the permafrost.
Accordingly, great importance must be attached to keep the area snow free during maintenance.
The simulations later in my thesis emphasize the insulating effect of snow and its impact on the
ground temperatures (see section 4 and subsection 5.2).
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Figure 15: Wind rose of Ilulissat with frequency of wind direction [%] and wind speed [m/s] (deter-
mined based on data between 1992 and 2021 from DMI (2022b))

3.1.2 Climate forcing

For climate forcing, the reanalysis data ERA5 and the projection MPI-ESM in scenario SSP5-
8.5 are used. The coordinates for Ilulissat are lat = 69.2167◦ and lon = -51.1000◦, which is located
in the centre of the town. The problem with Ilulissat is that it is a coastal town and therefore the
nearest grid cells for the forcing data are on the sea, the ice sheet or in the ice fjord (Figure 16). This
underestimates the temperature data for forcing in particular. Further estimates with coordinates
slightly further inland at lat = 69.28◦ and lon = -50.2◦ or lat = 69.28◦ and lon = -50.73◦ show
similar forcing data sets.

 
ERA5

MPI-ESM

NorESM

POI

POI altternative 1

POI altternative 2

Figure 16: Map with grid points of ERA5, MPI–ESM, NorESM and the points of interest in the
West Greenland region around Ilulissat. (Created with the support of Jennika Hammar from AWI.)
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3.2 Ground thermal regime

Now that the climatic conditions are known, I discuss the ground thermal regime for Ilulissat
in this section, showing the boreholes with their temperatures and properties, and their locations.
I also show some near road iButton sensors with their respective problems.

3.2.1 Borehole data

To investigate the ground thermal regime typically boreholes are equipped with a pipe and a
string with temperature sensors at various depths. The thermistor string is connected to a data
logger, which stores the temperature information at regular intervals. Someone needs to go back
to the boreholes and read the logger because it can store approximately three years of temperature
data and the battery has a limited lifespan. Newer, more expensive loggers are capable of trans-
mitting data remotely. Based on the monthly averaged temperature, I create trumpet plots, which
indicate the maximum and minimum temperatures within a year. The DTU boreholes, that I use
to investigate the ground thermal regime, are from 2007, 2016, 2018 and 2021 (see Appendix C).
Later, I compare the temperature profiles with the simulation results (see subsubsection 4.2.1).
Their locations can be seen in Table 2, Figure 17 and Figure 18. In addition, investigations of
the old airport are carried out by the Greenland surveying authority ASIAQ around 1980. These
hand-read data are valuable, but I will not focus on them because they are not particularly high in
both the spacing of the depth of the measured temperatures and in temporal resolution.

Using the ILU boreholes of DTU, I generate a temperature profile over the depth, which I
use as input data at the beginning of the modelling with CryoGrid (see Table 1). Up to a depth
of about 10m, sufficient information is available from the thermistor measurements and the mean
values are used. For greater depths, I make an estimate using the study of Schneider von Deimling
et al. (2021) and the influence of the thermal gradient.

Table 1: Initial temperature profile for the CryoGrid Community Model in Ilulissat

Depth [m] Temperature [◦C]
0 0.4

0.5 -1.5
1 -1.8
2 -1.7
5 -2
10 -2.3
100 -2.5
1100 10.20
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Table 2: Overview of DTU-boreholes from 2016, 2018 and 2021 in the Ilulissat area (based on Ingeman-Nielsen, Kaas, Lorentzen,
Scheer & Tomaškovičová (2022) and Ingeman-Nielsen, Scheer & Tomaškovičová (2022))

Thermistor string
Borehole Drilled Easting Northing Elevation Depth Type S/N Code Length Comments

[m] [m] [m a.s.l.] [m] [m]
ILU16001T 22-Aug-2016 498178 7681781 18.5 9.3 FG2 A521DD EAB9 8 String broke in April 2019
ILU16002T 24-Aug-2016 498173 7681843 18.4 13.0 FG2 A521CC E679 12 String broke in September 2020
ILU16005T 17-Sep-2016 497709 7681684 16.4 9.1 GP5W A521E5 38B8 8
ILU16009T 1-Sep-2016 498790 7682699 26.0 9.0 GP5W A521DE EBF9 8
ILU16010T 2-Sep-2016 498816 7682840 23.6 8.7 GP5W A521E1 FBB9 8
ILU16011T 15-Sep-2016 498957 7682877 38.4 14.2 GP5W A521DF 2B38 14
ILU16013T 9-Sep-2016 499233 7683526 43.6 8.0 GP5W A521E3 3A38 7 Defective from first season
ILU16015T 5-Sep-2016 499051 7683404 44.4 8.1 GP5W A521E4 F879 8
ILU16019T 12-Sep-2016 499073 7683696 12.0 GP5W A521E0 3B78 10
ILU16022T 16-Sep-2016 498261 7682614 2.6 11.2 GP5W A521E2 FAF9 10
ILU2018-01 14-Aug-2018 496974.61 7679928.26 1.28
ILU2018-02 14-Aug-2018 497378.11 7680109.31 1.52
ILU2018-03 15-Aug-2018 495778.00 7678265.00 6.60 GP5W A5395F 8B33 6
ILU2018-04 18-Aug-2018 497536.27 7681010.33 49.464 4.15 GP5W A522BC F278 4
ILU2021-01 8-Apr-2021 497326.55 7678361.18 64.743 6.20
ILU2021-02 9-Apr-2021 497826.56 7678810.92 63.867 6.50 FG2 A53CE4 4AFE 6
ILU2021-03 10-Apr-2021 496915.72 7679420.24 60.768 2.88
ILU2021-04 15-Apr-2021 498599.44 7678459.76 1.50
ILU2021-05 15-Apr-2021 498536.52 7678424.18 2.00
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Figure 17: Street map of Ilulissat with locations of the boreholes Figure 18: Terrain map of Ilulissat with locations of the boreholes

P
age

30
of

82



Permafrost modeling of roads 3.2 Ground thermal regime

With regard to the thermal regime in the Ilulissat region, it should be noted that the sea level
was historically significantly higher and thus marine clay and silt deposits can be found in the
basins up to around 50 m above sea level (Foged & Bæk-Madsen 1980, Weidick & Bennike 2007)
to 70-100m above sea level Rasch (2000). This affects almost the entire infrastructure in Ilulissat.
Nearly all roads are below 50m altitude (see Figure 18 and 17). Accordingly, these layers had a
higher salinity, which has already been washed out in many places by the groundwater flow. The
increased salinity in the soil and thus also in the pore water leads to freezing-point depressions,
which shift the dew point into the negative temperature range. As a result, the soil may not or
only partly freeze despite negative temperatures, which in turn has an influence on the stability.
According to Foged & Bæk-Madsen (1980), this leads to a very unstable limit between the frozen
and partly frozen soil. Thus, even small changes in the external thermal conditions can trigger
large changes in the frost balance. Due to the permafrost temperature between 0 ◦C and −4 ◦C
(see Appendix C) and the high salinity of up to 38.2% (Geo 2017), an unstable ratio is established
between the thawed saline soil and the overburden frozen soil. Especially the large sediment basins
with partly frozen clay and silt at greater depths (cf. Foged & Bæk-Madsen (1980)) harbor the risk
of thaw.

3.2.2 iButton data

Due to their comparatively low price and simple installation, the iButtons are used over a
much wider area and serve as a supplement to thermistor strings in boreholes. They measure the
temperature in the near-surface area and are well suited for the investigation of local small-scale
differences. For my thesis I use the ibutton data as validation for temperature differences due to the
influence of plowed snow from the road on the embankment. In Ilulissat, iButtons have been placed,
replaced and read at over 50 locations in Ilulissat in different field campaigns between 2018 and
2021, with 26 located close to the road. This work was carried out and provided by Johanna Scheer,
PhD candidate at DTU. For my thesis, I select three suitable locations where the sensors were
retrieved, read out and replaced and where an influence of the road can be investigated (Figure 20).
These are located on the road from the city to the airport and in the center close to the borehole
ILU2018-03. The iButton model used in Ilulissat is DS1922L (Thermochron8k) (Scheer 2020).

Table 3: Overview of the locations of the iButton sensors for the three selected locations

Location 1 Location 2 Location 3
Sensor Latitude [◦] Longitude [◦] Sensor Latitude [◦] Longitude [◦] Sensor Latitude [◦] Longitude [◦]
4C-D46 69.22952 -51.08878 ED-3D0 69.22868 -51.09225 75-D11 69.214880 -51.103830
DE-814 69.22963 -51.08858 96-B21 69.22867 -51.09221 64-42F 69.215190 -51.104920
61-ACF 69.22969 -51.08848 D9-B8F 69.22588 -51.08847 7F-080 69.214850 -51.106390
15-838 69.22977 -51.08808 47-FAE 69.22583 -51.08849 1F-643 69.215230 -51.103690
B2-044 69.22980 -51.10000 B1-116 69.22603 -51.08917 ILU2018-03 69.214331 -51.106604
D4-0D7 69.22970 -51.08858
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Location 1

significant snow pilling

Location 2

significant lateral snow ploughing (north)

significant snow pilling (south)

Location 3

impacted by damages and poor water drainage

lateral snow ploughing

not enough data

significant snow pilling

impacted by damages and poor water drainage

lateral snow ploughing

Figure 19: iButton network deployed in Ilulissat for the year 2020-2021 with information regarding
some sensors (Adapted from Scheer (2020)).

DTU boreholes
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Legend
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B1-116

7F-080
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64-42F 1F-643
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75-D11

Location 3

D4-0D7

Figure 20: Close-up of the location of the iButtons sensors that are close to the road with their
data recording period
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3.3 Road construction

In this section, I introduce some special features and regulations concerning road construction
in Greenland. In Greenland in general roads have the following speed limits according to their
mode of operation: 60 km/h on the limited rural roads, 40 km/h on urban roads, 30 to 40 km/h
on local roads and 15 to 30 km/h on residential roads (Grønlands Hjemmestyre & Rambøll 2008).
Those limitations influence the design of the road and embankment. In the guidance for roads in
Greenland (Grønlands Hjemmestyre & Rambøll 2008) there are defined regulations regarding the
radius of horizontal curves and the road inclination in curves depending on the speed factor and
visibility. Furthermore, the maximum elevation differences and the minimum radius of curvature in
longitudinal direction are regulated.

For permafrost related problems the Greenlandic rules (Grønlands Hjemmestyre & Rambøll
2008) are showing how to excavate to the permafrost and fill it afterwards to avoid issues originating
from the AL. Concerning the drainage and water in the soil body, permafrost is neglected in the
regulations. But from other studies it is known, that it can cause stability problems (Connor et al.
2020, Hjort et al. 2022, Wang 2017).

Figure 21: Schematic standardised cross section of a road on permafrost subsoil (Bigum and Steenfos
1984)
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The general guidelines from 1984 for road construction in Greenland suggest to built the em-
bankment with non-frost susceptible material (Bigum and Steenfos 1984). Furthermore, it should
have a sufficient thickness to allow seasonal thawing and an AL only within the embankment. The
soil beneath should stay in a frozen state. This approach can be costly. The report refers briefly to
the use of peat and organic layers to protect and insulate the natural soil beneath which is likely to
cause other issues like a reduced bearing capacity (Bigum and Steenfos 1984). Another concept is
the use of geotextiles between the natural soil and the embankment, which should avoid longitudinal
cracks but allow drainage. Several cross sections for different situations are presented in Bigum and
Steenfos (1984) and the one with permafrost containing a geotextile can be seen in Figure 21. How-
ever, those cross sections are almost 40 years old, which might need some reevaluation when using
it for new road construction. Furthermore, the measures from subsection 1.2 can be implemented
in road construction in Greenland.

3.4 Model setup

For the model setup with the CryoGrid community model, I use a basic road setup adapted
to the Greenlandic rules according to Grønlands Hjemmestyre & Rambøll (2008) (Figure 22). I
assume that the roads are rather narrow with a total width of 6m and thus a width of 1.8m has
to be kept available to store the snow there. Furthermore, I assume a slope of 1:2 for the shoulder.
Subsequently, I simulate different scenarios, which vary in the distribution of snow, the albedo of
the road surface, the properties of the gravel and the excess ice content. The corresponding setups
with their configurations can be found in Table 4.

Figure 22: Schematic half cross section showing the modelled road center to adjacent tundra in
Ilulissat. The dimensions of the five tiles are indicated in the horizontal and vertical directions.

The parameters used are listed in Table 5, with the respective scenarios added for variable
values.
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Table 4: Overview of the modelled scenarios and their characteristic properties with regard to
the distribution of snow, the composition and surface of the road, and the presence of excess ice,
including references to the respective figures and parameters.

ID description snow road excess ice figure

a) Standard scenario 2x shoulder and toe
1x tundra gravel road not present Figure 23

b) Scenario with low road albedo 2x shoulder and toe
1x tundra dark gravel road not present Figure 23

c) Scenario with low road albedo
and cleared embankment

no snow on shoulder
2x toe
1x tundra

dark gravel road not present Figure 24

d) Scenario with cleared
embankment

no snow on shoulder
2x toe
1x tundra

gravel road not present Figure 24

e) Scenario with changed
gravel layer properties

2x shoulder and toe
1x tundra

gravel road
with changed
properties

not present Figure 23

f) Scenario with excess ice 2x shoulder and toe
1x tundra gravel road excess ice

-1m ... -2m Figure 25

Table 5: Model parameters in the CryoGrid Community model used in the thesis

Albedo Snow-free surface tundra 0.2 Langer et al. (2011)
Albedo Pond 0.07 Burt (1954)

Albedo Snow-free surface gravel road
cases a) and d) to f) 0.3 Andersland & Ladanyi (1994)

Albedo Snow-free surface dark gravel road
cases b) and c) 0.1 Rosenfeld et al. (1995)

Lima et al. (2023)
Density Snow cover 250 kg/m3 Sturm et al. (2010)

Thermal conductivity Mineral soil and gravel fraction
cases a) to d) and f) 3.0 W/(m K) Farouki (1982)

Langer et al. (2013)

Thermal conductivity Mineral soil and gravel fraction
case e) 1.5 W/(m K)

Côté & Konrad (2005)
Hassn et al. (2016)
Adam et al. (2023)

Thermal conductivity Organic soil fraction 0.25 W/(m K) Hillel (1982)
Hydraulic conductivity Below surface ground 10−5 m/s Boike et al. (2019)

Volumetric heat capacity Mineral soil and gravel fraction
cases a) to d) and f) 2 · 106 J/(K m3) Farouki (1982)

Volumetric heat capacity Mineral soil and gravel fraction
case e) 1.7 · 106 J/(K m3)

Hassn et al. (2016)
Andersland & Ladanyi (1994)
Adam et al. (2023)

Volumetric heat capacity Organic soil fraction 2.5 · 106 J/(K m3) Hillel (1982)
Geothermal heat flux Lower model boundary 44 mW/m2 Colgan et al. (2022)

Scenarios a) to e)

The scenarios a) to e) from Table 4 describe different combinations of snow distribution, road
albedo and road parameters. I make a distinction between gravel road and dark gravel road with
different albedo values, α = 0.3 for gravel and α = 0.1 for dark gravel (Table 5). Furthermore, I
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change the parameters thermal conductivity k and volumetric heat capacity c of the mineral soil and
gravel fraction in scenario e) from k = 2 · 106 J/(K m3) to k = 1.5 · 106 J/(K m3) and c = 3.0W/(m
K) to c = 1.5W/(m K). Another adjusted variable within the scenarios is the distribution of snow
next to the road. Scenario a), b) and e) have the single amount of snow on the tundra tile and the
double amount on shoulder and toe. The road itself has no snow, as it is assumed that the snow
is ploughed from the road to the side onto the embankment. This case can be seen in Figure 23.
Scenarios c) and d) represent the situation when the snow is also cleared from the shoulder and
is pushed further away from the road onto the toe (doubled amount of snow) or is transported by
trucks to another location. This situation can be seen in Figure 24.

Figure 23: Schematic half cross section showing the modelled road center to adjacent tundra in
Ilulissat with double amount of snow on shoulder and toe and single amount of snow on the tundra.
The dimensions of the five tiles are indicated in the horizontal and vertical directions.

Figure 24: Schematic half cross section showing the modelled road center to adjacent tundra in
Ilulissat with shoulder cleared from snow, toe with double amount of snow and tundra single amount
of snow. The dimensions of the five tiles are indicated in the horizontal and vertical directions.
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What unites all these scenarios is the structure of their ground stratigraphy. For my setup, I
use the volumetric fractions of water and ice θwi, minerals θm, organic content θo and field capacity
θfc that are shown in Table 6. The soil type and saturated hydraulic conductivity are also indicated.
In Table 6 only the tiles for road and tundra are described. For the other tiles the depth coordinates
differs, but the composition remains the same. To avoid large gradients for the slope of the shoulder,
I set the surface level for the shoulder at + 0.5m as an approximate intermediate between road and
toe. The Figure 22 to 25 is in this case an idealised representation. With more tiles it would be
possible to refine this further.

Table 6: Ground stratigraphies with volumetric fractions of the ground constituents for the standard
scenario

Depth [m] water and ice
θwi = θw + θi [-]

mineral
θm [-]

organic
θo [-]

excess ice
θχi [-]

field capacity
θfc [-] soil type saturated hydraulic

conductivity Kw,sat [m/s]
Road

1.1 ... 1.0 0.2 0.8 0 0 0.1 gravel 1.00E-05
1.0 ... -1 0.3 0.7 0 0 0.1 gravel 1.00E-05
-1 ... -7 0.4 0.55 0.05 0 0.25 silt 1.00E-06

< -7 0.3 0.7 0 0 0.03 bedrock 1.00E-10
Tundra
0 ... -0.3 0.75 0.05 0.2 0 0.5 peat 1.00E-07
-0.3 ... -7 0.4 0.55 0.05 0 0.25 silt 1.00E-06

< -7 0.3 0.7 0 0 0.03 bedrock 1.00E-10

Scenario f)

Scenario f) includes the presence of excess ice from 1 m to 2 m depth across all tiles (Figure 25).
The excess ice is located below the gravel in the upper part of the permafrost, which is assumed to
average 1m (Ingeman-Nielsen, Kaas, Lorentzen, Scheer & Tomaškovičová 2022). The massive ice
in this area is assumed to be 50 % in addition to the total volume of soil (Table 7). The Table 7 is
comparable with Table 6, but with the excess ice layer in the silt in the modelled stratigraphy.

Table 7: Ground stratigraphies with volumetric fractions of the ground constituents for the szenario
with excess ice

Depth [m] water and ice
θwi = θw + θi [-]

mineral
θm [-]

organic
θo [-]

excess ice
θχi [-]

field capacity
θfc [-] soil type saturated hydraulic

conductivity Kw,sat [m/s]
Road

1.1 ... 1.0 0.2 0.8 0 0 0.1 gravel 1.00E-05
1.0 ... -1 0.3 0.7 0 0 0.1 gravel 1.00E-05
-1 ... -2 0.4 0.55 0.05 0.5 0.25 silt 1.00E-06
-2 ... -7 0.4 0.55 0.05 0 0.25 silt 1.00E-06

< -7 0.3 0.7 0 0 0.03 bedrock 1.00E-10
Tundra
0 ... -0.3 0.75 0.05 0.2 0 0.5 peat 1.00E-07
-0.3 ... -1 0.4 0.55 0.05 0 0.25 silt 1.00E-06
-1 ... -2 0.4 0.55 0.05 0.5 0.25 silt 1.00E-06
-2 ... -7 0.4 0.55 0.05 0 0.25 silt 1.00E-06

< -7 0.3 0.7 0 0 0.03 bedrock 1.00E-10
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Figure 25: Schematic half cross section from the road centre to the adjacent tundra in Ilulissat with
excess ice layer between 1 m and 2m depth. The dimensions of the five tiles are indicated in the
horizontal and vertical directions.
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4 Results

In this section, I present the results generated using the methods described earlier. First, I
discuss the forcing data and the validation with observation data. This is followed by the validation
of ground temperatures from the model to the boreholes and the variation in the iButton results.
Finally, I present the results of the initialization of the model and the different scenarios I simulated
with CryoGrid.

4.1 Forcing data

Using the forcing data set and the weather station data, I perform a comparison for the tem-
perature and snowfall parameters in this section. For the reanalysis data the direct comparison is
possible, for the future projection I use trends.

4.1.1 Temperature

One of the resulting quantities from the forcing data, consisting of the reanalysis data from
ERA5 and the projections from MPI-ESM in scenario SSP5-8.5, is the temperature at 2m altitude. I
compared reanalysis data with data from DMI’s weather station, which has recorded air temperature
for Ilulissat since 1991 (Figure 26). The correlation between the data from the weather station and
the forcing is evident and can be better assessed by zooming in (Figure 27). For this purpose, I
choose an arbitrary period of the length of a year. However, the optical control is not quantifiable,
which is why the correlation of the two temperatures to each other is also shown for the period
from June 2014 to June 2015 (Figure 28). The correlation shows that the comparison points are
predominantly close to the axis of symmetry. For the positive temperatures, the deviations of
DMI and ERA5 are a maximum of 10 ◦C. For temperatures below −10 ◦C, this deviation can be
a maximum of 15 ◦C. For the temperature range below the freezing point down to −10 ◦C, larger
deviations of maximum 20 ◦C are observed (Figure 28). However, it should be emphasised that

Figure 26: Comparison of 2m temperature from
ERA5 reanalysis data with measured 2m air
temperature data from DMI’s weather station
in Ilulissat for the period from 1992 to 2022.
3 hourly data 1991-1996; hourly data 1997-today

Figure 27: Closeup for the comparison of
2m temperature from ERA5 reanalysis data
with measured 2m air temperature data from
DMI’s weather station in Ilulissat for the period
22.06.2014 to 21.06.2015.
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these are single values for hourly temperature readings. The large amount of values are close to
the red straight line with deviations of maximum 5 ◦C and correlate well with each other. The
correlation factor is R=0.82. The temperatures of the ERA5 data thus give a good agreement with
the measured values of the DMI weather station.

Figure 28: Correlation of the 2m temperature of ERA5 reanalysis data with measured 2m air
temperature data from DMI’s weather station in Ilulissat for the period 22.06.2014 to 21.06.2015.
The correlatoin factor is 0.82

Another way of comparing temperature data and their development is to use the freezing and
thawing index (Figure 29). This is done for the DMI data from 1992 to 2021. My analysis includes
only data sets with a complete year cycle, thus excluding 1991 because it starts in August and
excluding 2006 due to missing data from April to October. The results are summarized in Figure 29.
The thawing index is quite stable, whereas the freezing index fluctuates strongly. Based on the
indices, I determined the linear trend (Table 8), where the thawing index is slightly rising but the
freezing index indicates an eight times stronger increasing behaviour. This means that the periods
of cold sub-zero temperatures are warming. Due to the characteristic of the calculation (Equation 1)
no statement can be made as to whether the number of days with positive/negative temperatures
changes. Comparing the indices of the weather station and the forcing for the comparable period,
the thawing index is just under 1000 ◦ d and the freezing index is slightly below −2000 ◦ d. The
exact values and the linear trends of the individual indices can be found in Table 8. Both freezing
index If and thawing index It tend to increase, indicating a warming of the study site Ilulissat.
The exact trend for individual sections can be found in Table 8.
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Figure 29: Freezing and thawing degree indices for the climate forcing ERA5, MPI-ESM and the
weather station from DMI.

Table 8: Freezing and thawing indices If and It from DMI weather station and ERA5 reanalysis
data with their trend over 30 years (1992-2021).

It If
Period Average Trend Average Trend

DMI 1992 - 2021 818 ◦ d +3.4 °d/yr −2127 ◦ d +27.9 °d/yr
ERA5 1992 - 2021 839 ◦ d +7.0 °d/yr −2170 ◦ d +14.9 °d/yr
MPI-ESM 2022 - 2093 1082 ◦ d +5.4 °d/yr −1846 ◦ d +10.9 °d/yr

For the consideration of the MPI-ESM projections, the MAAT are first plotted to assess the
development (Figure 30). A slight trend of warming with an inclination of 0.045K/yr can be seen
for the period from 2022 to 2093. A cyclic behaviour is clearly recognisable. This is due to the
process of linking the data series (ERA5 + MPI-ESM), as only the trend within the overlap period
was used and transferred to the future. This reflects the cyclical nature of the overlap period. In
addition to the trend, the changes from the previous year are also shown (Figure 30), which fluctuate
between 5 ◦C and −5 ◦C, but tend to be in the slightly positive range as shown by the trend.
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Figure 30: Mean annual air temperature for Ilulissat from ERA5 and MPI-ESM with the corre-
sponding temperature differences from one year to another.

Furthermore, I calculate the mean value of the temperatures of each week, illustrating examples
of the first week in January and the 20th week of the year in May (Figure 31). For each week, I
determine the minimum, mean, and maximum temperatures, with the slope as a linear regression
over the mean value. These plots also show the cyclical behaviour of the temperatures with a peri-
odicity of six years. In winter the fluctuations are ±10K with a few exceptions and a steeper slope
of +0.0833K/yr. In the beginning of summer, on the other hand, the fluctuations are somewhat
smaller at ±8K and the slope approximately half as flat at +0.0408K/yr.
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Figure 31: Weekly averaged maximum, mean and minimum 2m air temperature for the first week
for each year (early January) and the 20th week for each year (mid-May) including the slope based
on MPI–ESM projection with scenario SSP5–8.5.

To better understand the temperature changes within a year, the weekly slope described above
are viewed either over individual shorter periods (Figure 32) or over the entire period (Figure 33).
In Figure 32, the period of observation is chosen to be six years, which corresponds exactly to
the cyclical repetition period. For this reason, the graphs are very close together, almost non-
distinctive. However, tendencies can be recognised. Accordingly, the year begins in winter with a
positive slope and thus warming, which is replaced in calendar week 11-13 with the starting spring
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by a sudden cooling. This is followed over the summer by an alternation of cooling and warming with
a predominant tendency towards warming. In fall and winter there are again stronger fluctuations
with two cooling phases in weeks 42-43 and 49-50 (Figure 32).
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Figure 32: Weekly averaged changes in slope of the mean 2 m air temperature for 12 projection
intervals (6 years each) for the period 2020-2093 based on the MPI–ESM projection with scenario
SSP5-8.5. The vertical lines indicate the transition between the seasons.

Looking at the weekly slopes over the entire period of the 2020-2093 projection, a warming
can be observed over the entire year with 0.046K/yr (Figure 33). The warming is greater in winter
than in summer, with a drop in warming at the end of the year at the time of the polar night. It
seems to be a clear distinction between the different seasons: summer has the lowest slope, followed
by fall, spring and winter (Figure 33).
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Figure 33: Weekly averaged changes in slope of the mean 2 m air temperature for projection period
2020-2093 based on the MPI–ESM projection with scenario SSP5-8.5. The vertical lines indicate
the transition between the seasons.

Page 43 of 82



Permafrost modeling of roads 4.1 Forcing data

4.1.2 Snowfall

To investigate snowfall, I examine the accumulated snowfall over one season (Figure 34),
whereby the season between 1st of August and 31st of July of the following year is considered.
The accumulated snowfall is the sum of the snowfall over one season which represents the positive
changes in snow depth since snow depth contains also portions of compression, compaction, sub-
limation, evaporation and blowing. The forcing data set with ERA5 and MPI-ESM extends from
1980 to 2093, whereas the DMI data is only available for nine seasons between 2012 and 2020. First,
I standardise the units, as the forcing data are provided as snowfall rate in [kgm−2 s−1] and the
weather station data as snow depth [m]. Accordingly, I sum the forcing data and take the sum of
the positive changes of the measured snow depth data. In Figure 34 I observe that the data for
the short comparison period fit each other well. The forcing data show an decreasing trend, i.e.
the amount of snow per winter is decreasing during the 21st century with variations in the ERA5
reanalysis data of over 3m and up to 1.5m in the MPI-ESM projections.
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Figure 34: Accumulated snowfall per season from August, 01st to July, 31st for the climate forcing
ERA5 + MPI–ESM and the weather station from DMI.

To look at the snowfall period per winter, I analyse the first and last day of snowfall within a
season (01st of August - 31st of July). For the comparable period of the DMI and ERA data, the
forcing data are only subject to minor fluctuations (Figure 35a). For the years between 2012 and
2020, the first snowfall is recorded in September, whereas the DMI data fluctuate between 3rd of
August and 19th of October. Snow depths as shallow as 1 cm are recorded as the start of the season,
even if it is a singular event and no snow falls for four weeks afterwards. In the projection period
I observe that the first day of snowfall is always in September and is subject to fluctuations of a
maximum of three weeks (Figure 35a). There is no discernible trend towards a later snowfall period.

For the last day of the season, DMI records show data between 30th of April and 28th of July, but
mostly between mid-May and early July (Figure 35b). The ERA reanalysis data for the same period
are comparatively stable, fluctuating only between 11th of May and 9th of June (Figure 35b). The
projections, on the other hand, fluctuate strongly between 28th of April and 9th of June, whereby
the six-year cycle with early cuts is recognisable. Overall, I observe a trend towards a shorter snow
period due to an earlier date of the last snowfall. As the first day of snowfall is relatively stable and
the last day tends to be earlier in the year, the snowfall period is shortened by two to four weeks
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within the current century.

1990 2020 2050 2080
200

220

240

260

280

300

time [yr]

ti
m

e
du

ri
ng

ye
ar

[D
O

Y
]
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Figure 35: First and last day of snowfall [DOY] for the climate forcing ERA5 + MPI-ESM and the
weather station from DMI.

4.2 Ground thermal regime

In this section, I compare the results of the borehole data with air temperature as well as a
simple one-dimensional model run for the tundra tile. Furthermore, I show the temperatures of the
iButton sensors and local differences due to their position relative to the road.

4.2.1 Boreholes

There are some boreholes from the old airport investigation from the late 70s and early 80s
on the existing runway and access road to the airport. Manual temperature profiles are made
there (see Appendix B). As expected, these show larger fluctuations in the upper layers. For
borehole 79012, for example, the temperature varies between −8.3 ◦C and −0.7 ◦C depending on
the season. With increasing depth, temperatures become more stable and only fluctuate within one
degree. In summer, an AL is present. Comparative borehole ground temperatures are used with
air temperatures from ASIAQ for Ilulissat (Figure 36). Here the period between July 1st, 1980 and
April 30th, 1981 is considered. The measurements at 1.5m depth reflect the air temperatures with
strong attenuation by the overlying soil. The seasonal variations of 7.6K are relatively large for this
depth. In addition, a temporal shift within the year can be observed, as the cold temperatures first
cool and freeze the upper layers before a depth of 1.5m is reached. The same effect is observed for
the transition from winter to summer. The intervals between measurements are about 15 days and
are thus not particularly dense, which leads to further smoothing.
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Figure 36: Comparison between the air temperature in Ilulissat and the temperature at 1.5m depth
in borehole 79012 from the ASIAQ database from 1st of July 1980 to 30th of April 1981.

I performed a similar comparison for the newer borehole ILU2018-03, which is located in the
city. As with the old borehole, a smoothing of the curve with increasing depth as well as the
temporal shift of the ground response to the air temperature is shown (Figure 37).
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Figure 37: Comparison between the air temperature in Ilulissat and the temperatures per depth in
borehole ILU2018-03 from DTU between 22nd of August 2018 and 6th of October 2019.

The borehole ILU2018-03 is located in the centre of Ilulissat (Figure 17) just a few metres from
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the road (Figure 38) and is below 0 ◦C all year round from 80 cm depth, suggesting permafrost at
this location (Figure 37). The AL is therefore above that depth. The average temperature shows a
clear trend towards positive temperatures and a shift of the entire trumpet curve towards positive
temperatures (Figure 38). There is a noticeable anomaly in the temperature curve from 1.2m to
1.6m, indicating a layer boundary and the presence of excess ice. Due to the higher proportion
of ice or the changed material properties, the transfer of temperature to deeper layers is delayed.
The temperature of the ZAA is −2 ◦C at about 4.5m depth for this borehole. The permafrost
temperature is −2.2 ◦C in 2018-2019.
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Figure 38: Temperature distribution of borehole ILU2018-03 (conducted by DTU) for the period
from October 2018 to September 2019 as well as simulated ground temperatures with CryoGrid
based on a single tundra tile with the properties of scenario a)

By looking at the temperature trumpet plots of some other boreholes (see Appendix C) and
the layers from the borehole logs, I observe AL variations between 80 and 100 cm in areas with
peat and clay (based on borehole logs from Ingeman-Nielsen, Scheer & Tomaškovičová (2022)). In
boreholes with sand and moraine silt, the AL ranges between 150 cm and 190 cm, which can be
explained by a different behavior in terms of capillarity due to the coarser grain structure. Another
reason would be that these layers have lower water content which results in a thicker AL.

These borehole temperatures are used to validate the model. For this purpose, I perform a
one-dimensional run with a tundra tile with the properties of the standard scenario and plotted the
max., mean and min. temperatures in comparison (Figure 38). It turns out that the maximum
temperatures of the trumpet plot match very well. For the min. temperatures, the model estimates
them to be slightly too cold and with a stronger gradient, which is much smoother in the measured
values. Consequently, the mean values are also a bit too cold, especially in the near-surface region.
The bending behavior with the shift to warmer temperatures is comparable, only slightly shifted.
Overall, the thermal regime of the model and the borehole in the field agree well with each other.
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4.2.2 iButtons

From the measurements of the iButton sensors, both the ground surface temperature for Ilulis-
sat and the effect of snow as an insulator for the near-surface soil are determined. The location
of the iButtons is shown in subsubsection 3.2.2. For location 1 on the road towards the airport,
where significant snow piling is observed in winter, four sensors measured over two years and one
sensor measured over one year. Another sensor did not provide any data (Figure 20). The cor-
responding temperatures are shown in Figure 39a. In summer there are high fluctuations due to
the influence of air temperature. In winter (around November to May), the temperature curve is
clearly smoothed, whereby high fluctuations still occur at the beginning of the freezing period and
smoothing occurs from around December or January. It can be assumed that initially there is no or
only a thin snow cover, so that air temperatures have a large influence. As the snow cover increases
due to natural snowfall or ploughing or storage of snow, the sensor becomes isolated and provides
a smoothed temperature curve. Despite similar conditions, temperature differences of up to 7K
occur for the snow-insulated months (Figure 39a). The sensors 4C-D46, DE-814 and 61-ACF show
a similar course and are located at the toe in close proximity to the road. Sensor B2-044 is located
somewhat further away from the road and also shows a different picture in the temperature curve.
I observe that all sensors in the thaw zone experience a stagnation at 0 ◦C, which is the zero curtain
effect. With this change of aggregate state from ice to water, the temperature curve is inhibited
by latent heat release (Kelley & Weaver 1969). All sensors are correctly calibrated because the
correspondence between the zero curtain and the freezing point at 0 ◦C are overlapping.

For location 2, a similar course is observable. The sensors ED-3D0 and 96-B21 are located
in the northern section with lateral snow ploughing near location 1 and the other sensors in the
southern section with snow piling (Figure 19). The sensors ED-3D0 (black) and B1-116 (yellow) are
further away from the road and thus from the influence of the ploughing than the other sensors (red,
blue, cyan) (Figure 39b). This is shown in the temperature data, as these are lower in winter and
are subject to greater fluctuations due to the air temperature. Furthermore, summer temperatures
of the soil for neighbouring sensors differ greatly (up to 15K difference). The reason for this lies
in the differences in vegetation and the direction of the slope. D9-B8F and 47-FAE are in the toe
near the road in the bushes and B1-116 is on the southfacing slope of a parking lot only slightly
overgrown with bushes (Scheer 2019, 2020) and thus exposed to a thinner layer of vegetation and
snow cover, resulting in temperatures that are more sensitive to external variations. These sensors
also show the zero curtain effect at 0 ◦C (Figure 39b).
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(a) Location 1 - airport road (b) Location 2 - airport road near hotel

(c) Location 3 - city center near post office

Figure 39: Ground surface temperature of iButton sensors in Ilulissat for three selected roadside
locations and their snow accumulation effect.

At the 3rd location, three one-year measurements of the iButton sensors are present as well as
the borehole ILU2018-03 is located a little further away from the road in the immediate vicinity.
This part of the road is affected by damage and poor drainage. Furthermore, lateral snow ploughing
is practiced (Figure 19). There is a clear difference between the temperature behaviour in summer
and winter for this site (Figure 39c). In summer, almost all variations of air temperature are taken
over for the surface of the ground, whereby these sensors are in the bushes, thus showing up to 10K
temperature difference even at a distance of about 60m. In winter, the smoothing by insulating
materials such as snow is shown (Figure 39c). Sensor 75-D11 (black) experiences the strongest
influence of snow and sensor 7F-080 (blue) is the least influenced, experiences larger fluctuations
and registers colder temperatures. This indicates that there is less snow in winter. Compared to the
data from borehole ILU2018-03, the annual pattern strongly resembles the iButton temperatures.
However, it should be noted that the borehole data are from a thermistor located 10 cm below the
surface and are therefore already somewhat smoothed (Figure 39c). The near-surface temperature
of the soil is up to −10 ◦C in winter and up to 30 ◦C in summer at the southfacing slope.
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4.3 CryoGrid model runs

Now that the validation of the forcing data as well as the soil temperatures are completed, the
model runs are performed with the road structure. First, I show the results of the investigation
of the initialization bias and then I present the results of all scenarios described in subsection 3.4.
The focus is on the thermal regime with maximum thaw depth (MTD), trumpet plots, and the
distribution of simulated ground temperatures.

4.3.1 Initialization bias

I used the 10-year repeating forcing data set of the ERA5 reanalysis data for the Ilulissat site
to determine the initialization bias. In addition, the temperature data in Table 1 serve as the
ground temperatures at the beginning of the simulation in 1980. The values are based on data from
thermistor measurements at different boreholes (Table 2), where I use a mean value and estimate
the temperatures at greater depths (> 10 m) respectively taking into account the influence of the
thermal gradient.

19
82

19
83

19
84

19
85

19
86

19
87

19
88

19
89

0

0.5

1

1.5

2

2.5 winter

time [yr]

st
an

da
rd

de
vi

at
io

n
[◦
C

] Dec 0.2m
Jan 0.2m
Feb 0.2m
Dec 3.0m
Jan 3.0m
Feb 3.0m

19
82

19
83

19
84

19
85

19
86

19
87

19
88

19
89

spring

time [yr]

Mar 0.2m
Apr 0.2m
May 0.2m
Mar 3.0m
Apr 3.0m
May 3.0m

19
82

19
83

19
84

19
85

19
86

19
87

19
88

19
89

summer

time [yr]

Jun 0.2m
Jul 0.2m
Aug 0.2m
Jun 3.0m
Jul 3.0m
Aug 3.0m

19
82

19
83

19
84

19
85

19
86

19
87

19
88

19
89

fall

time [yr]

Sep 0.2m
Oct 0.2m
Nov 0.2m
Sep 3.0m
Oct 3.0m
Nov 3.0m

Figure 40: Standard deviation for the initialization bias for the depth 0.2 m (active layer) and depth
3.0 m (permafrost) trough out the year (winter, spring, summer, fall). The dashed line indicates
the assumed maximum standard deviation of 0.1 ◦C.

I determine the initialization bias using standard deviation, whereby I use the simulated ground
temperatures at two depths: 1. at −0.2m in the AL and 2. at −3.0m in the permafrost. In each
case, a day at a certain time is compared with the exact same date/time of the following year, with
the external influences being identical (at least over 10 years). This is repeated monthly for both
depths (Figure 40). I choose the comparison period for the standard deviation to be four years after
testing several time spans. The dataset starts in 1980 and the end of the comparison period is given
in the Figure 40. Those figures clearly show that the standard deviation starts with different values
depending on the season and depth, but at a maximum of 2.02 ◦C. In the following comparison
periods, it decreases significantly and ends at below 0.1 ◦C after six years at the latest for all cases
examined. This means that the influence of the initialization bias is only very small from about
1986. Since the forcing data set repeats only for the first 10 years, the standard deviation would
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again become larger from 1990 onward due to annual fluctuations. For the further investigations,
the data from 2000 onwards are considered, so that it can be assumed with a very high degree of
probability that only the forcing data have an influence on the simulated development.

4.3.2 Scenario a) Standard scenario

The standard scenario a) has double snow on shoulder and toe, a gravel road and no excess ice
(Figure 23). For the visualization of the results, I calculate the MTD for all tiles first. To realize
this, I first determine the thaw depths at each point in time (black line in Figure 41). This is the
point where the first negative temperatures occur starting from the top of the terrain (Figure 41).
Those thaw depths of the structural units are initialized at terrain depth, which means that the
additional 1.1 m for the elevated road structure and 0.5 m for the shoulder are neglected and would
count on top of the MTD. After analyzing all ground temperatures the maximum value of depth
within a yearly cycle is taken (red line in Figure 41). Figure 41 shows a tundra tile from scenario a)
and is done equally for all tiles. To smooth the noise of the signal I use a moving mean over a period
of five years. The results of the MTD (thin lines) and the corresponding moving means (thick lines)
are shown in Figure 42. These are displayed in different colours depending on the tile, whereby the
colours are retained for all scenarios. In addition, comparative trumpet plots for road and tundra
are created (Figure 43 and 44). These are used for the observation of the ground thermal regime.

Figure 41: Simulated temporal evolution of thaw depth (black) with the indicated yearly maximum
thaw depth (red) for the tundra tile in the scenario a).
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Figure 42: Simulated temporal evolution of maximum thaw depth (MTD) for all structural units
with annual means (thin lines) and 5-year moving means (thick lines) for standard scenario a). The
dotted line represents the lower boundary of the gravel layer and all elevations are referenced to the
tundra surface.

The MTD (Figure 42) for the tiles with gravel on the surface (road and shoulder) increase by
38 cm to 42 cm over the time from 2000 to 2100, thus increasing the AL by this amount. Figure 43
shows the same change in the AL. The other two units toe and tundra indicate a less strong thaw
process with about 25 cm increase of the AL for the same period. The temperature of the permafrost
varies between −2.6 ◦C and −3.6 ◦C for the tiles road and tundra respectively at a depth of 10m in
2000 (Figure 43 and Figure 44). A warming of 1K to −1.6 ◦C to −2.6 ◦C over the period until 2090
is simulated. The trumpet plots (Figure 43 and 44) over the course of the depth mainly show a shift
of the minimum temperatures towards warmer temperatures, whereas the maximum values change
only minimally. The mean temperatures tend towards warmer conditions in the upper few metres.
At the layer boundaries (dashed lines) the curves are not smooth but show anomalies, especially
obvious from peat to silt (Figure 44, which are connected to the change of thermal properties
(Figure 22, Table 6).
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Figure 43: Modelled trumpet curve for road tile
with max. (red), mean (green), and min. (blue)
temperatures within the specified years 2000,
2020, 2050, 2075, and 2090 for standard scenario
a). The dashed lines show the layer boundaries
surface-gravel, gravel-silt, and silt-bedrock. The
solid line refers to the tundra surface, thus the
road is elevated above.

Figure 44: Modelled trumpet curve for tundra
tile with max. (red), mean (green), and min.
(blue) temperatures within the specified years
2000, 2020, 2050, 2075, and 2090 for the stan-
dard scenario a). The dashed lines show the
layer boundaries peat-silt and silt-bedrock. The
solid line refers to the tundra surface.

A further way of illustrating the thermal situation of the soil is presented in Figure 45, where
I plot the temperatures per tile over depth at a given time. Here, the temperature distribution at
the end of winter (March 1st) and summer (September 1st) is displayed for the years 2000, 2020,
2050, 2075 and 2090, respectively. The maximum and minimum temperatures near the surface show
a warming of +2.5K from 2000 to 2090 in winter, with an intermediate cooling by the middle of
the 21st century. The opposite phenomenon is observed for summer. The simulation suggests a
cooling of −1.5K for the same period, with an intermediate warming here. The winter situations
predict a decrease of the amount of snow during the current century, which is especially evident on
the shoulder and toe units, since they received twice the amount of snow. Furthermore, the tiles
shoulder and toe are warmer than the road and tundra for all observed dates in winter (Figure 45).
Same tiles are below 1 m depth at nearly 0 ◦C for 2075 and 2090, this area is thus in the thaw
process. The near-surface areas tend to be colder in winter, 2075 being a particularly cold year,
and in 2090 a significant warming of the tundra tile is observed. For the situations at the end of
summer, the AL can be clearly identified, with a growth over all tiles and an enhanced increase for
road and shoulder observed over time. Initially, the thawed area remains within the gravel layer,
but from 2050 onwards, especially the shoulder tile thaws slightly into the silt layer or is in the
thawing process.
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Figure 45: Simulated ground temperatures in the road, shoulder, toe, and adjacent tundra at the
end of winter (left) and summer (right) for past (2000), present (2020), and future (2050, 2075,
and 2090) climate conditions for the standard scenario a). The dotted line represents the lower
boundary of the gravel layer.

4.3.3 Scenario b) Low road albedo

Scenario b) is identical in all parameters to scenario a) with the only difference that I change the
albedo of the gravel for the two tiles of the road from α = 0.3 to α = 0.1 (Table 5). That represents
a darkening of the surface. The AL has a starting depth in 2000 between 94 cm and 102 cm for the
three tiles with gravel at the surface. The total thaw depth including the construction is simulated
with 204 cm for the road and 152 cm for the shoulder. The toe starts at 70 cm and the tundra at
57 cm depth. By the year 2100, the increase of the AL is between 29 cm (toe) and 22 cm (tundra) for
the area next to the road and between 39 cm (road) and 43 cm (outer road) for the tiles with gravel
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on the surface (Figure 46). The permafrost temperature in 2000 is between −2.6 ◦C and −3.6 ◦C for
the tile road and tundra respectively. It warms up by 1K to −1.6 ◦C to −2.6 ◦C for the year 2090.
A delayed/regressive trend as in the standard scenario a) (subsubsection 4.3.2) is observable for the
middle of the 21st century (Figure 47 and 48). The trumpet plots show a similar behaviour with
regard to the shifting and the anomalies at the layer boundaries as already described in scenario a).
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Figure 46: Simulated temporal evolution of maximum thaw depth (MTD) for all structural units
with annual means (thin lines) and 5-year moving means (thick lines) for scenario b) with low road
albedo (α = 0.1). The dotted line represents the layer boundary gravel-silt.
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Figure 47: Modelled trumpet curve for road
tile with max. (red), mean (green), and min.
(blue) temperatures within the specified years
2000, 2020, 2050, 2075, and 2090 for scenario b)
with low road albedo (α = 0.1). The dashed
lines show the layer boundaries gravel-silt and
silt-bedrock. The solid line refers to the tundra
surface, thus the road is elevated above.

Figure 48: Trumpet curve for tundra tile with
max. (red), mean (green), and min. (blue) tem-
peratures within the specified years 2000, 2020,
2050, 2075, and 2090 for scenario b) with low
road albedo (α = 0.1). The dashed lines show
the layer boundaries peat-silt and silt-bedrock.
The solid line refers to the tundra surface.

For the scenario with lower road albedo α = 0.1, the ground temperatures at different times
are plotted with the same resolution and time steps than the standard scenario a) (Figure 49). For
the situations at the end of winter (March 1st), the surface is very cold due to the air temperature.
For the year 2090, I observe a clear warming of these near-surface layers. This is consistent with
the shifting of the minimum temperatures in the trumpet plot (Figure 47 and 48). For scenario b)
a reduction in the amount of snow is observed mainly on shoulder and toe as well. These two tiles
are the units that deliver the warmest temperatures. From 2075 onwards, the beginning of a talik
formation is observed, whereby the ground is still in the thaw process, i.e. temperatures are a few
hundredths below 0 ◦C. This is localised between 1 m and 1.5m depth and thus in the silt layer. An
intensification is simulated from 2075 to 2090. The situations at the end of the summer (September
1st) show the AL and its increase over time. The gravel body of the road warms up a few ◦C more
due to the dark road, so that the thawing of the soil extends into the silt layer from 2050 onward.
The gravel body thaws completely in summer and influences the adjacent soil layers. The silt layer
underneath is slightly thawed and the adjacent toe tile is warmer with an deeper AL exceeding 1m
depth.
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Figure 49: Simulated ground temperatures in the road, shoulder, toe, and adjacent tundra at the
end of winter (left) and summer (right) for past (2000), present (2020), and future (2050, 2075, and
2090) climate conditions for scenario b) with low road albedo α = 0.1. The dotted line represents
the lower boundary of the gravel layer.

4.3.4 Scenario c) Low road albedo and cleared embankment

In scenario c), clearing the shoulder from snow is added to the low road albedo α = 0.1
scenario b). The initial depth of the AL after initialisation in 2000 is between 84 cm (road) and
102 cm (shoulder) for the tiles with gravel. The two adjacent units have 60 cm (toe) and 52 cm (tun-
dra) respectively (Figure 50). By the year 2100, an increase of about 25 cm is modeled for these
tiles. The three tiles with gravel range between 32 cm and 40 cm increase in AL thickness. The
temperature of the permafrost in 2000 is between −3.2 ◦C and −4.2 ◦C for road and tundra respec-
tively. 100 years later, this has increased by about 1.2K to a range of −2.0 ◦C to −3.0 ◦C.
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The trumpet plots in Figure 51 and 52 show very similar behaviour in terms of branch shifting
and the anomalies at the layer boundaries.
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Figure 50: Simulated temporal evolution of maximum thaw depth (MTD) for all structural units
with annual means (thin lines) and 5-year moving means (thick lines) for scenario c) with low road
albedo (α = 0.1) and cleared shoulder. The dotted line represents the lower boundary of the gravel
layer (0 to −1m) and all elevations are referenced to the tundra surface.
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Figure 51: Modelled trumpet curve for road tile
with max. (red), mean (green), and min. (blue)
temperatures within the specified years 2000,
2020, 2050, 2075, and 2090 for scenario c) with
low road albedo (α = 0.1) and cleared shoul-
der. The dashed lines show the layer boundaries
gravel–silt and silt–bedrock. The solid line refers
to the tundra surface, thus the road is elevated
above.

Figure 52: Modelled trumpet curve for tun-
dra tile with max. (red), mean (green), and
min. (blue) temperatures within the specified
years 2000, 2020, 2050, 2075, and 2090 for sce-
nario c) with low road albedo (α = 0.1) and
cleared shoulder. The dashed lines show the
layer boundaries peat–silt and silt–bedrock. The
solid line refers to the tundra surface.

Figure 53 shows a changed behaviour compared to scenario b), especially in the winter time.
The temperatures in the ground are almost constantly cold with below −15 ◦C until 2090 and
especially for the units road and shoulder colder than the previous scenarios. For these tiles, the
temperature is below −15 ◦C down to 70 cm depth. The surface reaches up to −32.9 ◦C. In contrast,
the influence of snow is particularly evident as the toe tile receives twice the amount of snow and
thus temperatures do not decrease as much in winter (Figure 53). The surface temperature of the
toe tile decreases from −23.4 ◦C to −17.6 ◦C throughout the century. There, already after 26 cm,
the temperature will no longer fall below −15 ◦C. As in the previous scenarios, the amount of snow
decreases over time. No incipient talik formation is visible. The situation at the end of summer
(September 01st) shows a slight increase in the AL thickness, although this is for all tiles a few
centimeter less than in scenario b). Toe and tundra show almost the same behaviour and the area
of the gravel body reaches the silt layer and leads to slightly positive temperatures up to a depth
of 22 cm. Overall, the scenario with cleared embankment and lower albedo (α = 0.1) results in the
ground remaining colder in winter. In summer, however, the AL still extends beyond the gravel
layer into the silt layer.
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Figure 53: Simulated ground temperatures in the road, shoulder, toe, and adjacent tundra at the
end of winter (left) and summer (right) for past (2000), present (2020), and future (2050, 2075, and
2090) climate conditions for scenario c) with low road albedo α = 0.1 and cleared shoulder. The
dotted line represents the lower boundary of the gravel layer.

4.3.5 Scenario d) Embankment cleared from snow

Scenario d) investigates the case when only the snow is removed from the shoulder compared
to the standard scenario a) (Figure 24). The AL thickness after initialisation for the road is 64 cm
(road centre) to 78 cm (outer road centre) (Figure 54). The shoulders AL thickness is at 102 cm
and the adjacent units toe with 62 cm and tundra with 52 cm. Like in the previous scenarios the
road structure would count on top of this. After 100 years of simulation, the road experiences about
40 cm AL increase, the shoulder 31 cm and toe and tundra with about 25 cm. The permafrost tem-
perature in 2000 is between −3.3 ◦C and −4.4 ◦C for the road and tundra respectively. It increases
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to a range between −2.2 ◦C and −3.0 ◦C by 2090.

The trumpet plots in Figure 55 and 56 are again strongly spread out for the minimum tempera-
tures and staggered gradually warmer temperatures are simulated until 2090. The mean temperature
tends towards positive temperatures. The maximum values change only minimally. The anomalies
in the temperature curve are present at the layer boundaries (Figure 56).

2000 2020 2040 2060 2080 2100
−3

−2

−1

0
gravel

silt

time [year]

el
ev

at
io

n
[m

]

Road centre
Outer road centre
Shoulder
Toe
Tundra

Figure 54: Simulated temporal evolution of maximum thaw depth (MTD) for all structural units
with annual means (thin lines) and 5-year moving means (thick lines) for scenario d) with embank-
ment cleared from snow. The dotted line represents the layer boundary gravel–silt and all elevations
are referenced to the tundra surface.
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Figure 55: Modelled trumpet curve for road tile
with max. (red), mean (green), and min. (blue)
temperatures within the specified years 2000,
2020, 2050, 2075, and 2090 for scenario d) with
shoulder cleared from snow. The dashed lines
show the layer boundaries air–gravel, gravel–silt,
and silt–bedrock. The solid line refers to the
tundra surface, thus the road is elevated above.

Figure 56: Modelled trumpet curve for tundra
tile with max. (red), mean (green), and min.
(blue) temperatures within the specified years
2000, 2020, 2050, 2075, and 2090 for scenario d)
with shoulder cleared from snow. The dashed
lines show the layer boundaries peat–silt, and
silt–bedrock. The solid line refers to the tundra
surface.

The simulated ground temperatures for this scenario are shown in Figure 57. At the end of
winter (March 01st), the temperatures are predominantly very cold and especially in the road body
they reach significantly deeper than in the adjacent silt layers of toe and tundra. A temperature of
−15 ◦C is ensured until the year 2090 for a depth of 86 cm (road) and 12 cm (tundra). The decrease
in snow is observable for this scenario, although only for the tiles with snow (toe and tundra). I
do not observe talik formations in this scenario until 2090. The situation at the end of summer
(September 01st) in Figure 57 models an increase in AL thickness until 2090. That is similar to
the previous scenarios. Here, the temperatures in the AL are several ◦C cooler per depth compared
to the previous scenarios. For the road, the ground thaws only in the gravel area up to 1 m below
terrain level and just slightly touches the silt layer. For the shoulder unit, the ground thaws about
30 cm into the silt layer.
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Figure 57: Simulated ground temperatures in the road, shoulder, toe, and adjacent tundra at the
end of winter (left) and summer (right) for past (2000), present (2020), and future (2050, 2075,
and 2090) climate conditions for scenario d) with the shoulder cleared from snow. The dotted line
represents the lower boundary of the gravel layer.

4.3.6 Scenario e) Changed gravel layer properties

In scenario e) the parameters thermal conductivity km = 1.5W/(mK) and volumetric heat
capacity cm = 1.7× 106 J/(Km3) are adjusted for the mineral fraction, i.e. mainly gravel (Table 5).
However, this changes the properties of silt and bedrock somewhat, since these have mineral com-
ponents. The depth of the AL below terrain level after initialisation in 2000 is between 43 cm and
46 cm for the road, about 65 cm for shoulder and toe and 52 cm for the tundra (Figure 58). Road
and shoulder have additional 1.1 m and 0.5 m respectively for the structure. By the year 2100,
toe and tundra experience an increase of 19 cm. The gravel influenced areas are deepening between
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34 cm (road) and 37 cm (shoulder). The permafrost temperature in 2000 for this scenario is between
−2.7 ◦C and −3.9 ◦C for road and tundra respectively (Figure 59 and 60). By 2090 it warms by
about 0.9K to a range between −1.8 ◦C and −3.0 ◦C. The trumpet plots in Figure 59 and Figure 60
show the same trends regarding shifts and anomalies at layer boundaries.
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Figure 58: Simulated temporal evolution of maximum thaw depth (MTD) for all structural units
with annual means (thin lines) and 5-year moving means (thick lines) for scenario e) with changed
gravel layer properties. The dotted line represents the layer boundary gravel–silt and all elevations
are referenced to the tundra surface.
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Figure 59: Modelled trumpet curve for road
tile with max. (red), mean (green), and min.
(blue) temperatures within the specified years
2000, 2020, 2050, 2075, and 2090 for scenario
e) with changed gravel layer properties. The
dashed lines show the layer boundaries air–
gravel, gravel–silt, and silt–bedrock. The solid
line refers to the tundra surface, thus the road
is elevated above.

Figure 60: Modelled trumpet curve for tundra
tile with max. (red), mean (green), and min.
(blue) temperatures within the specified years
2000, 2020, 2050, 2075, and 2090 for scenario
e) with changed gravel layer properties. The
dashed lines show the layer boundaries peat–
silt, and silt–bedrock. The solid line refers to
the tundra surface.

For the simulated ground temperatures in Figure 61, the upper 10 cm (tundra) to 54 cm (road)
are below −15 ◦C in winter. For the shoulder, the minimum temperatures are −8.6 ◦C below snow
in 2000. These are declining with shrinking cover to −16.4 ◦C in 2090. For the toe, the minimum
temperature is −6.0 ◦C. Especially below the road body and the adjacent toe, temperatures rise
again relatively quickly and a dew bubble in the form of an emerging talik formation is already visible
in the shoulder tile (Figure 61). In the summer situation (September 01st), the AL is identifiable,
although at 64 cm (tundra) in 2090 it remains thinner than in the previous scenarios. The increase
of the AL with time is recognisable according to Figure 58. However, the thaw depth for all tiles
extends to a maximum of 1 m below terrain level, so that this occurs within the gravel layer and
does not reach the silt layer until 2090. However, about 10 years later, in 2100 the AL has increased
to about 5 cm into the silt layer (Figure 58).
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Figure 61: Simulated ground temperatures in the road, shoulder, toe, and adjacent tundra at the
end of winter (left) and summer (right) for past (2000), present (2020), and future (2050, 2075,
and 2090) climate conditions for scenario e) with changed gravel layer properties. The dotted line
represents the lower boundary of the gravel layer.

4.3.7 Scenario f) Excess ice

In scenario f), excess ice is assumed at a depth of 1m to 2 m (Figure 25). The snow is present
on shoulder and toe with double amount of the forcing input and the albedo is kept at α = 0.3.
After initialisation, the road is at 80 cm to 86 cm AL depth below terrain level and the shoulder
at 105 cm (Figure 62). The units without gravel and with peat are between 72 cm (toe) and 61 cm
(tundra). By 2095, the road increases by 45 cm to 58 cm, the shoulder by 80 cm and the tundra by
14 cm. In the toe, the largest AL increase occurs at 168 cm by 2095, with a large drop occurring
from 2080. The occurrence of a pond from 2070 seems to play a role in this. The permafrost
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temperature in 2000 is between −2.7 ◦C and −3.6 ◦C for road and tundra respectively (Figure 63
and 64) and increases to −1.4 ◦C to −2.5 ◦C by 2095. The tundra is several tenths ◦C colder than
the other tiles. The trumpet plots show the shifting of the minimum and mean temperatures to
warmer areas. Furthermore, anomalies at the layer boundaries are observed, with an additional one
at the boundaries of the excess ice at 1 m and 2m depth.
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Figure 62: Simulated temporal evolution of maximum thaw depth (MTD) for all structural units
with annual means (thin lines) and 5-year moving means (thick lines) for scenario f) with excess ice
between −1 and −2m. The dotted line represents the layer boundary gravel–silt and all elevations
are referenced to the tundra surface.
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Figure 63: Modelled trumpet curve for the
road tile with max. (red), mean (green), and
min. (blue) temperatures within the specified
years 2000, 2020, 2050, 2075, and 2090 for sce-
nario e) with excess ice between −1 and −2m.
The dashed lines show the layer boundaries air–
gravel, gravel–silt, and silt–bedrock. The solid
line refers to the tundra surface, thus the road
is elevated above.

Figure 64: Modelled trumpet curve for tundra
tile with max. (red), mean (green), and min.
(blue) temperatures within the specified years
2000, 2020, 2050, 2075, and 2090 for scenario
e) with excess ice between −1 and −2m. The
dashed lines show the layer boundaries peat–silt,
and silt–bedrock. The solid line refers to the
tundra surface.

With regard to the simulated ground temperatures in Figure 65, it can be seen for winter
that although the surface temperatures are cold, as the time axis progresses the cold layer becomes
thinner and thinner and a greater gradient towards warm temperatures develops. In 2020 the
temperature at the surface of the road tile is below −30 ◦C and staying below 15 ◦C up to the
elevation of −60 cm. By contrast, in 2090 these values are only reached up to +32 cm, a difference
of 92 cm. This applies similarly to shoulder and toe. Especially the toe is already about 4K warmer
than the surrounding tiles from 2000 onward. From 2075 onward, a beginning talik formation is
observed, which increases significantly by 2090 and includes the outer road, shoulder and toe tiles.
The talik is located beneath the gravel layer in the silt, including the excess ice layer and the silt
underneath, that does not contain excess ice (Figure 65). The surface temperatures for shoulder
and toe are cold only for a narrow area and become warmer than −10 ◦C after only 10 cm, whereas
this is the case for the tundra only after 26 cm. The summer situation shows that in 2000 the
thaw depth reaches already through the gravel layer into the silt for the scenario with excess ice.
Initially, an even increase in AL thickness is observed across all tiles, whereas from 2075 onward a
clear acceleration of mainly shoulder and toe is visible. For the year 2090, temperatures of +5.7 ◦C
are simulated at the boundary between gravel and silt (Figure 65). The soil thaws more than 2 m
deep and up to 85 cm into the silt beneath the gravel layer in the shoulder.
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Figure 65: Simulated ground temperatures in the road, shoulder, toe, and adjacent tundra at the
end of winter (left) and summer (right) for past (2000), present (2020), and future (2050, 2075,
and 2090) climate conditions for scenario f) with excess ice between −1 and −2m. The dotted line
represents the lower boundary of the gravel layer.

4.4 Comparison of the scenarios

Now that the details of the different scenarios are known, I look at them from different points
of view regarding their changes. This includes the changes in road surface color, the road layer
properties, excess ice and the snow removal practice.
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4.4.1 Influence of road surface color

In order to evaluate the influence of the surface colour, the standard scenario is compared
with scenario b) with low road albedo and scenario d) with cleared embankment is compared with
scenario c) with cleared embankment and changed albedo. The most obvious effect is that the AL
thickness is about 7 cm to 25 cm deeper over the entire study period for the two units road and outer
road, since the albedo is higher and therefore the incoming radiation heats the soil (Figure 66). The
road is slightly more affected, than the outer road. The outer road is influenced by the untouched
shoulder and therefore soften in the response. The shoulder experiences changes up to 10 cm due
to the change in albedo, whereas the lower albedo α = 0.1, i.e. darker surface of the road, leads to
greater thaw depths immediately below the adjusted tiles (here: road and outer road). The shoulder
is affected because the model is lateral coupled and takes the temperature change from the road
into account. When comparing the scenarios, it is noticeable that there are very small up to 5 cm
changes for both toe and tundra with an acceleration in the toe around 2070, i.e. the albedo of the
road has a small influence on these tiles in terms of permafrost degradation. There occurs heave for
some years in those tiles.

In general, it can be observed for all tiles that the scenarios with snow on the shoulder are more
affected than those where the snow is removed. This is the case because the snow removal has the
opposite effect and tends to cool the cross-section (see subsection 5.2). For the initial conditions
the changes for all tiles are equal, except the shoulder with another snow situation. Therefore, it
can be assumed that those changes are mainly related to the change in albedo.

2000 2020 2040 2060 2080 2100

−0.25

−0.2

−0.15

−0.1

−5 · 10−2

0

time [yr]

ch
an

ge
of

M
T

D
[m

]

Road centre c) - d)
Outer road centre c) - d)
Shoulder c) - d)
Toe c) - d)
Tundra c) - d)
Road centre b) - a)
Outer road centre b) - a)
Shoulder b) - a)
Toe b) - a)
Tundra b) - a)

Figure 66: Simulated temporal evolution of change of maximum thaw depth (MTD) for all structural
units with difference in scenarios a) and b) as well as c) and d) to see the influence of change in
road albedo.

The permafrost temperatures are identical for the scenarios with double the amount of snow
a) with higher and b) with lower albedo. For the scenarios with cleared embankment c) and d)
deviations of maximum 0.2K occur, so that I conclude that the change in albedo from α = 0.3 to
α = 0.1 has only very little influence on deeper layers in the permafrost.
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4.4.2 Influence of road layer properties

In order to investigate the influence of the road layer properties, scenario a) as reference scenario
and scenario e) with the changed values for thermal conductivity and volumetric heat capacity of
the mineral components are compared. This means that although mainly the gravel is adjusted, the
constants also influence the mineral fraction in the silt and bedrock. Peat with θm = 0.05 (Table 6)
is just slightly affected. The tiles road, outer road and shoulder experience the largest differences in
AL depth. Thus, the AL for the standard scenario a) is up to 40 cm deeper than for scenario e) with
the changed thermal properties (Figure 67). This means that the road for scenario e) only thaws
within the gravel layer and does not reach the silt, whereas for the standard scenario a) the silt
layer already thaws from 2060 onward, which leads to greater subsidence, as silt is more susceptible
to settlements due to significantly smaller grain sizes and the grain structure (subsection 5.2). This
is not the case for scenario e) until 2100, as all tiles thaw above the layer boundary and only the
shoulder allows the silt layer to thaw slightly in the last two years.

With regard to the toe and tundra, the change in thermal properties leads to AL deepening of
up to 10 cm for the tundra and up to 15 cm for the toe. I conclude that the change mainly affects
the gravel layer and only to a minor extent the other soil types. Through lateral processes they are
influenced as well. Exchange of heat and water/moisture are implemented in the CryoGrid model,
that allow the tiles to transfer them and therefore show an extenuated effect in the adjacent tiles. I
conclude that the shoulder radiates slightly onto the toe for the purpose of temperatures and that
a greater change occurs there compared to the tundra.

Furthermore, an increasing trend of changes in AL deepening are observed with consecutive
time. This means that the change has a constant effect, largely independent of how warm the
ground is. If the soil has different temperatures depending on scenario a) or c), the AL thickness
will still develop with an almost linear trend.
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Figure 67: Simulated temporal evolution of change of maximum thaw depth (MTD) for all structural
units with difference in scenarios a) and e) to see the influence of change in road layer properties.

The permafrost temperatures difference of scenario e) and scenario a) is about two to four
tenths ◦C, with scenario e) being the colder one. That is another indication of the influence of
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the change in thermal properties. The permafrost temperature is measured at the ZAA, which is
typically at greater depths. Since the bedrock in the model is located at 7 m depth, the change in
mineral properties may play a role here. Both scenarios show a developing talik formation in the
shoulder from 2075 onward, which is only shifted in depth by the difference in the AL differences.

4.4.3 Influence of excess ice in the ground

To determine the influence of excess ice, I compare scenario a) as reference and f) with excess
ice between 1 m and 2 m depth. For the AL deepening, only minor differences initially occur in
the comparison of the two scenarios. Until 2077, the increase in all tiles remains below 20 cm (Fig-
ure 68). After 2077, there is a strong increase mainly in the toe, as the AL deepening is triggered by
the onset of ponding in 2070. The toe experiences a change of just under 1.5 m due to the excess ice
layer. The shoulder has a change of about 50 cm and the road 20 cm to 25 cm. The tundra is hardly
affected by the excess ice and experiences changes of at most 8 cm. I conclude that the presence
of built infrastructure on the permafrost has a decisive influence on the thaw behaviour and thus
the subsidence in ice-rich soil. The thawing of the AL beneath the gravel layer with soil containing
excess ice is less dominant than the thawing of the adjacent toe into the ice-rich permafrost. The
thawing of the excess ice releases a lot of water, which immediately collects in the same year as a
pond next to the road.

The excess ice does not have a major influence on the permafrost temperatures within the
period of 100 years, as these change by a maximum of two tenths ◦C. The warm layers near the
surface have not yet transferred this heat to deeper layers. However, due to the shifts in the trumpet
plot, it is clear that there is a warming trend.
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Figure 68: Simulated temporal evolution of change of maximum thaw depth (MTD) for all structural
units with difference in scenarios a) and f) to see the influence of excess ice.

4.4.4 Influence of snow removal practice

The influence of snow removal practice on the shoulder by clearing the snow are investigated
using scenarios a) as a reference scenario and d) with a cleared shoulder. Additionally, I examine
the two scenarios b) with low albedo and c) with low albedo and cleared shoulder. Due to the
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removal of snow, temperatures are significantly cooler on the ground, especially in winter, and the
AL is thinner across almost all tiles (Figure 69). However, the tundra shows less than 5 cm change
for both comparison cases and is thus hardly affected by the removal of the snow. Contrariwise, the
adjacent toe indicates a change in AL averaging 5 cm to 15 cm with a peak of up to 23 cm change
between 2070 and 2090. Road and outer road also vary greatly in changes in AL layer depth from
0 cm to 17 cm. The shoulder, where the snow removal is executed, represent comparatively little
change. For the case with the higher albedo, there is even AL deepening by 2060 through to the
removal of the snow. Due to the insulating effect of snow, the AL is usually deeper underneath
those settings. In these scenarios the snow affected shoulder indicates about 10 cm change with a
peak of 13 cm by 2080. The silt is also affected for the cases without snow on the shoulder, only
somewhat delayed.
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Figure 69: Simulated temporal evolution of change of maximum thaw depth (MTD) for all structural
units with difference in scenarios a) and d) as well as b) and c) to see the influence of snow removal
from the shoulder.

The decisive influence of the snow removal practice is that the temperatures throughout the
entire profile are a few degrees cooler in winter. For the scenarios with snow on the shoulder, the
incipient talik formation is already visible from 2075 onward, whereas the scenarios in which the
snow has been removed show a continuously rising temperature gradient from the cold surface to
the permafrost temperature. The permafrost temperature is four to eight tenths ◦C colder when
the snow on the shoulder has been removed.

The forcing data indicates a decrease of snow over time for Ilulissat, so that the insulation on
the shoulder and toe would also become thinner (subsection 5.1). However, the positive effect of
this is not apparent and is covered by warmer temperatures and the release of water, as an increase
in AL over time is apparent for all scenarios.

For the iButton sensors, a good agreement with the modeled soil temperatures is shown. The
differences caused by the snow removal practice are reflected in the model. The sensors overlaid
with snow in winter remain between 2K and 5K5 K warmer than the temperature of the sensors
further away and less influenced by snow.
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5 Discussion

Now that all results are known, I discuss the forcing data in terms of how realistic they are
and what possible reasons for deviations might be. Furthermore, I review the model results and
compare them to studies where similar parameters are considered. Finally, I discuss to what extent
the regulations for road construction are met and which measures can be useful.

5.1 Forcing data

The climate forcing data I use in CryoGrid consists of ERA5 reanalysis data and the MPI-ESM
projection, coupled with the overlap period of six years and downscaled with the distance-weighted
interpolation. Regarding the reanalysis data, there is a good agreement with the data from the
weather station in Ilulissat. The projection data with MPI-ESM for scenario SSP5-8.5 show a slight
warming in the current century with respect to temperature. However, the measured linear trend
of the projection is lower than for the observation period or the ERA5 data. Since the SSP5-8.5
scenario is used, a stronger effect is expected in terms of climatic changes.

The geographical location of Ilulissat causes difficulties in the downscaling process of climate
model data. The town is located on the coast in a mountainous area with large local differences.
The distance to the Greenland Ice Sheet amounts to just 30 to 40 km. The ERA5 data have a
small grid with sufficient cells on the mainland, which are well suited for downscaling. The closest
is just 5 km away. This provides very accurate values after downscaling, which was also confirmed
by comparison with the data from the weather station. For the projection data, on the other hand,
the grid is much larger, so the cells are far away from the POI and are located on the water and
on the ice, making them much colder and representing a different setting. The nearest grid point is
about 80 km away from the town on the ocean. The downscaling algorithm cannot capture the local
differences with another micro climate. Although the results are weighted and interpolated, they
tend to be too cold and thus do not correspond to the conditions for Ilulissat. The approach via
TopoSCALE only covers the topography and the orientation towards the sun, but cannot consider
such local specifics. Schneider von Deimling et al. (2021) has a similar setup for the road structure
at another location. They investigate the Dalton Highway in Alaska at a comparable latitude but
different setting and surroundings. Dalton is located more inland with a flat topography, whereas
Ilulissat is located on the coast and is more mountainous with large local differences. The down-
scaling seems to be more realistic with grid cells in the same climatic conditions.

The reanalysis data is validated and captures the climatic conditions very well, but the projec-
tions are less trustworthy. This hypotheses is supported by the data from the local weather station
in Ilulissat but also by the thermal regime of the ground. The borehole temperatures are close to
the simulated temperature distribution. Therefore, I focus on the projection data. Comparing my
forcing data set from Ilulissat to the forcing data from Schneider von Deimling et al. (2021) used for
the same SSP scenario and the same time period in Alaska, notice that they show a stronger warm-
ing trend. The MAAT increases by about 10 ◦C, whereas the MAAT for Ilulissat only increases by
just under 5 ◦C. The thawing index It starts with similar values for both locations, whereas Dalton
is about 800 ◦ d larger from 2040 onward. For the freezing index If , this is about 1500 ◦ d lower than
in Ilulissat in 2020. However, by the end of the 21st century these are comparable. This means that
significantly greater warming is projected for Dalton for the same forcing setup. Another parameter
is the snow data, which is very limited for the reanalysis and cannot be validated very well. The
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declaration of a rate and the depth are transferable for the amount of snow, but the start and end
of the season can strongly vary. With a single event of cold temperature and precipitation, a thin
snow cover in summer is captured and falsifies the data. A statement on the reanalysis data is only
possible to a limited extent, as the validation period is not very long. For the projection, there is
a decrease in total snowfall per season. This applies to both Ilulissat and Dalton and raises slight
inconsistencies, as higher temperatures are expected due to climate change and thus more moisture
is stored in the air, which in turn leads to more precipitation (liquid and solid). Precipitation is
projected to increase by 2100 for the Baffin Bay/Davis Strait (BBDS) region, which includes West
Greenland and East Canada (AMAP 2017a). The forcing data and the model run results tend to
decrease the snowfall and therefore does not reflect this prediction. The snowfall season from the
projection is shortening for Ilulissat by 2 to 4 weeks, whereas it is reduced by 6 to 10 weeks in
Alaska. Due to the higher air temperatures, snow forms later in the year and ends earlier. Thus, a
higher liquid precipitaion is expected. This shortened snow cover period has an effect on the surface
albedo by reflecting radiation. Contrarily, snow serves as an insulator and makes it more difficult
for heat to escape from the ground. Both locations show the same general behaviour, but more
extenuated for Ilulissat. The setting of scenario and period are identical, therefore one influencing
factor is the geographical positioning of the two locations and the issue of local scale. By changing
the POI for Ilulissat more inland, the weighting of the oceanic grid cells might be less dominant.
Contrarily, the grid cells from higher elevation and ice sheet related are getting stronger, which
ultimately ends in similar forcing data sets for the alternative POI.

MPI-ESM is just one projection model and might be not well suitable for my location in
Greenland. The projection of the NorESM, which has delivered good results for Greenland so far,
is another model with a relatively rough grid of 1.9◦ in latitude direction and 2.5◦ in longitude
direction (Figure 16). The closest grid points are therefore on the water between Disko Island and
Ilulissat and in the Jakobshavn Isbræ near the ice sheet. As for the MPI-ESM, the temperatures for

(a) winter (b) summer

Figure 70: Observed and projected anomalies in 2-meter air temperature averaged over the land
portion of the BBDS region, relative to the 1986–2005 average (AMAP 2017a)
black = observations; green = RCP4.5; red = RCP8.5
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the city are accordingly underestimated. Downscaling using TopoSCALE resulted in temperatures
about 2.1 ◦C lower than for the measured data from the DMI weather station. That has the same
reason as for the MPI-ESM, that the grid cells are mainly on ocean and ice or higher elevation
having a different micro climate.

When looking at a broader scale the future estimation of the BBDS region is convenient as
it includes the study site. For the region including West Greenland and Eastern Canada, medium
to high emissions are assumed for the climate projections (AMAP 2017a). Continuous warming is
assumed for the region, so that the air temperature in winter rises 1 to 4 ◦C by 2030 and up to 10 ◦C
in 2080 (Figure 70). That is already more than my projection assesses. The values are relative to
the observation period between 1986 and 2005 or half of the time for the summer temperatures
respectively (AMAP 2017a). The north-western part of the region is more severely affected than
the south-eastern part. Due to this forecasted warming, the length of the thawing season will be
extended by around 1 - 2 months (AMAP 2017a). For the end of the 21st century, a shorter snow
cover period of 40 - 60 days can be expected, mainly in the coastal regions, including Ilulissat. My
analysis accounts only for 2 to 4 weeks. With regard to the depth of snow, hardly any changes are
to be expected in response to warming (AMAP 2017a). The values from the AMAP (2017a) report
are significantly higher for the changes in temperature and also forecast a much shorter snowfall
season and are closer to the values forecast for Dalton. This suggests that the forcing data I use
as input to the CryoGrid model significantly underestimates the actual predicted values and thus
shows less critical situations in terms of warming.

(a) winter (b) summer

Figure 71: Observed and projected anomalies anomalies in total (liquid and solid) precipitation
averaged over the land portion of the BBDS region, Changes are expressed as percentage differences
with respect to the 1986–2005 average (AMAP 2017a)
black = observations; green = RCP4.5; red = RCP8.5

In addition to the higher temperature, the precipitation is also influenced by the climatic
changes, as the air can absorb more moisture, which results in more precipitation. For the winter,
a change between –10 % and +25% by 2030 and up to +70% by 2080 is forecasted (AMAP 2017a).
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The reference period is between 1986 and 2005. The projected amount of snowfall for my forcing
data set is about –50 % less compared to present day conditions. That is almost an opposite trend.
In summer, –5 % to +35 % can be expected (Figure 71). The greatest relative changes are again to
be expected in the northwest of the BBDS region (AMAP 2017a).

5.2 Model results

The modeling of the scenarios shows a good agreement with the measured borehole tempera-
tures for the present day conditions. The permafrost temperatures are between −1.6 ◦C and −4 ◦C.
This corresponds to a larger range than Biskaborn et al. (2019) indicated in their study. According
to this, a globally consistent assessment of temperature change in permafrost is conducted between
2007 and 2016. The permafrost temperature is approximately −3 to 0 ◦C in Mid-West Green-
land, where Ilulissat is located (Biskaborn et al. 2019). An average increase of +0.3±0.1◦ C within
10 years is observed. This indicated trend is larger than the permafrost temperatures projected in
my simulation. The change for me is a maximum of 1.2 K, i.e., 0.12 K in a 10-year interval. The
observation supports the assumption that forcing underestimates real conditions and thus predicts
a milder course of temperature increase. Nevertheless, it is evident from the shifts of the trumpet
plot that the ground is subject to warming. The mean temperature of the areas near the surface
tends to rise strongly, which results in the warming of the entire soil over a long period of time.
The 100 years considered in my thesis are not sufficient to reflect this trend well, because the heat
transfer in the soil by convection and conduction is a slow process. The more ice the ground con-
tains and the colder it is, the longer it takes because the ice must first be warmed by the incoming
heat energy before melting occurs. The phase transition of the melting itself requires large amounts
of energy, which is why the temperature around 0 ◦C is almost constant for a long time before it
continues to rise, the so called zero curtain effect (Batbaatar et al. 2020). The trumpet plots also
show anomalies at the layer boundaries. As the porosity changes to higher values, it is easier for
heat to reach adjacent layers by heat transfer, so the warming is faster. The simulated processes
of lateral interaction at layer boundaries are reflected in the temperature distribution. Realistic
results are simulated for present day conditions.

The marine limit as well as the briefly mentioned laboratory investigations indicate a slightly
saline soil, which is why freezing point depression occurs and the soil already thaws below 0 ◦C.
Consequently, the areas that already show an incipient talik formation are exposed to these changes.
Thawing of the soil releases the bound ice, which leads to ponding in the area of the shoulder and
thus increases the degradation. The road is exposed to subsidence and damage due to melting.
When the ice melts the volume of the soil shrinks resulting in subsidence and cracking. The study
of Schneider von Deimling et al. (2021) considers the case of ponding and comes to the conclusion
that the degradation is strongly accelerated as soon as the ponding starts. In my standard scenario,
ponding occurs for the excess ice scenario. The resulting effect agrees with the findings from Schnei-
der von Deimling et al. (2021), hence pronounced and accelarated AL deepening occurs beneath
the tile where the pond starts to form.

When the AL is penetrating the silt layer, it may cause subsidence and damage. Due to the
finer pore spaces, water is better retained in the silt and thus forms a stable framework of soil
grains and ice, which experiences greater subsidence during thaw processes. The ice saturation of
the pores Sr,i for the investigated boreholes ILU2021-01, ILU2021-02 and ILU2021-03 range between
Sr,i = 0.68 near the surface and up to Sr,i = 1.28 in the excess ice layer in the area between 0.80 m
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and 1.48 m depth (Scheer & Ingeman-Nielsen 2022). Thus, it can be assumed that in the critical
area from 1 m depth below the gravel, subsidence is to be expected. As the settlements for road,
outer road and shoulder are not uniform but differential, cracks are to be expected. Because the
cold periods are less cold, however, this has an impact on the permafrost, which is no longer cooled
as much in winter and therefore more likely to thaw in summer. Thus, the permafrost table could
slowly decrease, which can lead to stability problems, especially in the soil layers with large ice
content. This would have an impact on the construction and long-term stability of the roads, as
settlements are to be expected.

Figure 72: Top: Mean Annual Air Temperature for measured climatic time series (red) as well as
the two closest regional climate model (RCM) timeseries to Ilulissat, which have been scaled and
debiased to match the properties of the measured time series over the last 30 years
Middle: Modelled Active Layer Thicknesses in Ilulissat using the two RCM time series as forcing
for the model
Bottom: Modelled ground unfrozen water content ratio using RCM gridpoint [78,50] on the sea in
front of Ilulissat as forcing
(Ingeman-Nielsen et al. 2010)

According to the SWIPA4 report, a warming of the permafrost and an increase in the AL thick-

4Snow, Water, Ice and Permafrost in the Arctic
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ness can already be observed in almost all Arctic regions (AMAP 2017b). This can be confirmed
for the location Ilulissat. Both borehole data and the results of the CryoGrid model runs indicate
AL deepening. A significant decrease in the permafrost area is forecast by the end of the century,
so that more erosion and frost heave are to be expected (AMAP 2017b). This loss is also predicted
for Ilulissat, which has a significant impact on the construction of infrastructure. Based on the high
resolution RCM HIRHAM, a reanalysis for the permafrost temperature dynamics and active layer
thickness was generated by Thomas Ingeman-Nielsen 13 years ago (Ingeman-Nielsen et al. 2010).
The freezing point depression due to the salinity in soil was included. The results in Figure 72
predict that the mean annual temperature increases by about 2 ◦C by 2080 (Ingeman-Nielsen et al.
2010). The AL thickness between 2050 and 2060 (depending on the grid point in the forcing) is
expected to be over 10m, which is equivalent to a complete thawing (Ingeman-Nielsen et al. 2010).
This results in settlements and stability problems. This is contrary to the results I simulated. The
AL thaws for me to a maximum depth of 2.5 m for the scenario with excess ice by the end of the
century, whereas Ingeman-Nielsen et al. (2010) results predict complete thawing by 2050. This
supports my assumption that the forcing data underestimate the expected behavior.

Road surface color
The influence of changing the albedo of the road surface was investigated out on a test section on
the Alaska Highway near Beaver Creek, Yukon, Canada, where different road surfaces with albedos
ranging from 1.4 to 5.5 were investigated (Dumais & Doré 2016). In the study by Dumais & Doré
(2016), a correlation was found between the albedo of the road and the radiation index, so that the
albedo can be used to calculate the temperature at the surface of the road. This shows that the
albedo has an influence on the surface temperature, which also radiates to deeper layers. That the
albedo has an influence on the ground thermal regime is shown by numerous studies that suggest
light colour painting for the embankment to achieve a cooling effect (Qin, Liang, Huang & Tan
2016). Furthermore, there are studies that examine the albedo for crushed-rock layer depending
on particle size, diurnal, solar and seasonal conditions and can determine an effect of this (Wang
et al. 2019, Qin, Tan, Yang & Li 2016). It was found that by raising the albedo of the sun-facing
embankment up to α = 0.2, can balance to a symmetric thermal distribution with the shaded side
(Qin, Liang, Luo, Tan & Zhu 2016). In addition, there are studies on road deformation after the
change from natural surfaces to asphalt roads based on laser scanning tools, which detect subsidence
of up to 6 cm within one year, although this is not exclusively due to the albedo change (Iurov &
Marchenko 2019).

Road layer properties
The study by Galkin et al. (2023) investigates the extent to which the pores of a gravel bedding are
filled with water or sand and its effect on the thermal conductivity of such a gravel mixture. Accord-
ing to the study, the thermal resistance of the road structure changes significantly depending on the
filling material. With increasing ice content, the thermal conductivity of the gravel also increases,
and the greater the value for thermal conductivity, the stronger this dependence. In addition, there
are differences in the change of thermal conductivity depending on whether the pores are filled with
sand (smaller) or ice (larger). Hence, the thermal conductivity and thus the thermal regime of the
soil can be influenced by the filling material and the filling quantity of the pores (Galkin et al. 2023).
My model result are showing an influence of the change of thermal properties as well. Due to the
procedure that I changed the properties of the mineral fraction, it is not a simple comparison, since
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other minerals are influenced as well.

Furthermore, a test section at Gonghe-Yushu Expressway in the south-eastern Tibetan plateau
was constructed with different embankment structures to investigate and model the ground temper-
ature distribution (Tai et al. 2017). It was found that the heat budget around the permafrost table
of the embankment depends on the heat capacity of the respective material (Tai et al. 2017). As
well as in my model the change of the properties has an influence on the permafrost degradation.
Unfortunately, most studies do not focus on the change of a single parameter like this, since this is
not a realistic approach for the practice.

Excess ice in the ground
Excess ice has a major influence on the thermal degradation of my model. For the ice lens to
be thawed, a lot of heat is necessary for phase change, which keeps the temperature more or less
constant. Basically, phase change is a kind of barrier for heat transfer. When the ice is fully melted,
the heat transfer would occur much easier, and the layers below will be highly affected. In the
modelling of Schneider von Deimling et al. (2021), a similar phenomenon was shown, that when
the AL entered the excess ice layer, ponding started and led to enormous AL layer deepening in
the toe and with a time lag also in shoulder, outer road and road (Appendix A). The same pro-
cess occurs in my scenario with excess ice. Since water has a higher thermal conductivity than
air, the thermal energy can be transferred efficiently into the ground and it thaws faster beneath
the pond. The surface water insulates the ground from cold temperatures that could have a cool-
ing effect. In addition, the sun heats the water, which stores the heat and transfers it to the ground.

In the real setting in Ilulissat, the layers with ice-rich permafrost are mainly between 80 cm and
148 cm with ice saturation Sr,i > 1.0 and thus excess ice in the ground (Scheer & Ingeman-Nielsen
2022). Based on the thaw depths of the boreholes and the simulation, which models excess ice
between 1 m and 2 m, this area is extremely endangered. There is a high probability that it will
begin to thaw this century if the selected climate forcing is close to reality. My model results show
a less extreme scenario, since the forcing is not realistic. Therefore, the real setting would lead to
an increased vulnerability of the excess ice layers.

The Chen et al. (2023) study at Qinghai-Tibet Railway (QTR) also includes excess ice in
deeper layers. As soon as the permafrost table for future projections is below the embankment,
the destabilisation of the subgrade begins. Ultimate embankment destabilisation occurs as soon as
the excess ice melts and is accompanied by strong subsidence of the embankment structure (Chen
et al. 2023). According to this study, the bottom settles by 0.8 m when the excess ice has melted. A
large influence of depth and thickness of the excess ice layer on the timing of subsidence was found
(Chen et al. 2023). Similarly, my results show that the change becomes much more dramatic once
excess ice is contained. In the study by Schneider von Deimling et al. (2021) the vulnerable case
(Appendix A) was modelled with excess ice and ponding. Here, a significantly earlier degradation
of permafrost could be observed (Figure 79). Therfore, ponding occurs already in 2013, whereas in
my own model for Ilulissat it is only the case in 2070. There is agreement in the prediction that the
AL for the toe is the first to experience a rapid drop and the tundra tile has the fewest changes.

Snow removal practice
The snow removal has a major influence on the permafrost degradation beneath the cleared em-
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bankment. As the removed snow allows the cold air to cool the embankment during winter, thus
delaying thawing in summer. The insulating effect of the snow keeps the heat in the ground dur-
ing the winter, which heats up even more in the summer. With warmer initial temperatures after
winter, the temperature can rise faster in summer and the thaw process can advance to greater
depths. My simulated models show, that snow removal has a noticeable impact on the condition
and preservation of permafrost. In practice, therefore, numerous structural solutions are used to
keep the embankment in a state, as cold as possible, and thus delay permafrost degradation. These
include ACE, heat drains, air convection culverts, snow/sun sheds or thermosyphons (subsubsec-
tion 1.2.2).

In the paper by Schneider von Deimling et al. (2021), iButton sensors were also used along a
transect of the road up to 50m away. According to this, warmer soil surface winter temperatures
were recorded in the immediate vicinity of the road. The cleared road has significantly colder surface
temperatures than shoulder, toe and tundra. The warming effect is clearly visible in the simulation
by Schneider von Deimling et al. (2021), but with strong annual fluctuations. In my simulation as
well as in the iButton temperature loggers of Johanna Scheer (DTU) this insulating effect could be
shown, which leads to warmer ground temperatures especially in winter. That increases the summer
temperatures and the MTD. The change in AL depth may result in not only gravel thawing but
also silt being affected, leading to greater subsidence and cracking. The thesis only shows a part of
what can be realised with the model, an extension with other scenarios and combinations is possible
at any time. Furthermore, the model results are highly dependent on the input data and even small
changes in climate forcing or soil composition change the output enormously.

5.3 Road construction

The simulated temperature distributions reach the silt layer below the gravel for nearly all
scenarios. Due to its properties of thermal conductivity, heat capacity, porosity and mineral fraction,
the gravel is a very suitable material for the construction of a non-frost-sensitive embankment (Luo
et al. 2019). Silt, on the other hand, as a fine-grained soil, loses the stability of its grain structure
with the thawing of the ground, resulting in damage or failure of the road. I have adapted the
model setup according to the guidelines for road construction in Greenland (Bigum and Steenfos
(1984), Grønlands Hjemmestyre & Rambøll (2008)) and the existing roads on site. However, in the
simulation it becomes clear that the AL already completely thaws the gravel layer in the present
day conditions. If the construction method is maintained, that a part of the soils is excavated,
it is practical to increase the thickness of the gravel layer and to follow the recommendations
of Andersland & Ladanyi (2004) with 1.5 m. Alternatively, the embankment can be raised as is
common practice in North America (Schneider von Deimling et al. 2021, De Guzman et al. 2021).
This way the two systems road and tundra can be decoupled a bit. Additional measures to preserve
the permafrost are desirable. It is a great advantage if new roads to be built are constructed in
winter, so that the cold remains in the ground and it is not exposed to additional heat in summer.
Additional measures to preserve the permafrost as in subsubsection 1.2.2 are desirable. Maintenance,
in particular, plays a major role here. By removing the snow from the shoulder instead of storing it
there, the permafrost stays much colder and preserves the road from damage. This is being partially
implemented in Greenland, but there is still potential for further development.
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6 Conclusion

The aim of the thesis was to show the influence of different parameters on the degradation
of permafrost around and underneath roads. My thesis focused on Ilulissat in West Greenland.
Using data from the local weather station and borehole temperatures, I validated ERA5 climate
forcing and initial temperatures to use with the model in CryoGrid. The forcing data itself is based
on ERA5 reanalysis data and the model projection from MPI-ESM. These fit the meteorological
station for current conditions well, but underestimate the expected values for the future projections
in terms of temperature and snowfall period, so that the model only delivers a weakened response.

For the simulation itself, the laterally coupled heat transfer model CryoGrid was used in the
community version, whereby various scenarios were simulated. It was shown that a higher albedo
of the road transports less heat into the ground. The AL becomes up to 25 cm deeper for the road,
whereas the influence decreases strongly towards the tundra. The change in the thermal properties
of the gravel layer make a difference of up to 40 cm in the layers associated with gravel for the values
thermal conductivity and heat capacity, as the heat transfer is changed. Excess ice has the greatest
impact on thermal degradation in this study, increasing the AL for the toe to 1.5m by the end of
the century, leading to subsidence in this area due to the loss of ice volume. As these are differen-
tial settlements, damage to the road structure in Ilulissat can be assumed. The rapid drop occurs
when the AL enters the excess ice layer. For the snow removal practice, the model setup chosen
here shows warmer ground temperatures and a decrease in MTD averaging up to almost 20 cm for
cleared embankment. This does not change so much for the shoulder itself, but this approach affects
the entire road structure.

Based on my simulations, a high albedo of the road should be chosen for the ideal setup and
the routing should be designed to avoid excess ice. The thermal properties of the gravel can be
varied according to scenario e) and the layer thickness should be increased so that the AL does not
enter the underlying soil layer or only very late, as degradation is increased from this point on. In
addition, great importance should be attached to snow removal practice and the shoulder should
be kept free of snow in winter in order to realise the cooling of the permafrost and to slow down
the AL deepening.

In order to continue working on this project in the future, I would suggest that, on the one
hand, the extent to which the model projection for climate forcing can be made more realistic is
investigated. On the other hand, further scenarios and combinations can be carried out. I would
create a best case scenario with all positively influencing factors and a worst case scenario with
all negatively influencing factors. I would also run the model through more tiles with a higher
resolution and run other future projections with different SSP scenarios to get an idea of the spread
of responses. By using additional tiles, snow redistribution can be simulated more realistically.
Ilulissat does not have a uniform soil composition, so other layering with greater depth to bedrock
and more sandy or clayey components could be investigated to have a more realistic picture of the
site.

Overall, my simulations show the enormous influence of excess ice in the ground and the
importance of snow-plowing practices to maintain the permafrost beneath infrastructure.
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Appendices

A Dalton Highway, Alaska

In order to get to know the CryoGrid Community Model and to better understand the processes
as well as the integration of all necessary input parameters, I aimed to recreate the simulation by
Schneider von Deimling et al. (2021). In their study, the Dalton Highway in Alaska is modelled
using the previous version CryoGrid 3. The modelled half cross section is shown in Figure 73.
Schneider von Deimling et al. (2021) divides their model into 4 structural units with different
compositions. Different experiments are simulated. These range from low resolution (2 tiles: road
and tundra) to medium resolution (5 tiles: see Figure 73) to high resolution (30 tiles: see Figure 74).
In addition, a distinction is made between the conservative case (snow accumulation at shoulder
and toe) and the vulnerable case (snow accumulation at shoulder and toe, ponding at toe, southern
facing shoulder) (Schneider von Deimling et al. 2021). In this work, all parameters of CryoGrid 3
were first transferred to the community version. Initially, only 4 tiles were used, as the model uses
parallel computing and is thus strongly limited by the computing power, especially the number of
cores of the computer. As soon as a model run was running locally, the setup was extended by one
tile to the medium resolution approach. This could then be calculated on the AWI server, although
licensing problems regularly occurred here as well. A 16 tiles run was carried out as a test. However,
this is not presented here.

Figure 73: Modelled half cross section from the road centre to the adjacent tundra in Dalton.
(Schneider von Deimling et al. 2021)

In Figure 74 the results of the simulated ground temperature of Schneider von Deimling et al.
(2021) and my simulation with the CryoGrid Community Model were compared. The parameters
of my simulation are the same as in Schneider von Deimling et al. (2021), I compare here the
conservative case with no excess ice, i.e. no ponding. I compare the high resolution 30 tile setting
with my medium resolution 5 tile setting, which does not reflect the transition and progression
so well. Basically it can be said that the results are very similar. Both simulations show similar
temperatures and thaw depths for the past (year 2000). In 2020, no emerging talik formation is
apparent for both models, but the ground is not yet thawed in winter. For the scenario in summer,
this is equally evident for the results of Schneider von Deimling et al. (2021) at the transition from
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shoulder to toe, whereas my model runs are not so well resolved to detect such a process. In the
future (2050 and 2075) fundamentally similar processes are observable, but in the own simulation
somewhat weaker than in the original from the paper. Already in 2050 there are thaw depths of 4m
and a pronounced thaw bubble with temperatures slightly above 0 ◦C. This is strengthened in 2075
and the thaw depth is at 5m with a thaw bubble of about 4m diameter and temperatures above
0.5 ◦C. In my own simulation, the thaw bubble forms in the same area - mainly toe and shoulder,
remaining just below 0 ◦C in 2050, but is elevated in thaw. The thaw depth is just below 2m.
For 2075, the bubble has actually thawed and is about 3m in diameter. The thaw depth at the
end of the summer is just under 4m. Since this is the vulnerable setting of Schneider von Deimling
et al. (2021), it is to be expected that the own model without excess ice underestimates this case.
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Figure 74: Simulated ground temperatures for the Dalton High-
way by Schneider von Deimling et al. (2021) in the road embank-
ment, subgrade, and adjacent tundra at the end of winter (left)
and summer (right) for past (uppermost panels), present day (up-
per mid-panel), and future (lower two panels) climate conditions
(based on the RCP8.5 scenario).

Figure 75: Simulated ground temperatures for the Dalton High-
way by myself in the road embankment, subgrade, and adjacent
tundra at the end of winter (left) and summer (right) for past
(uppermost panels), present day (upper mid-panel), and future
(lower two panels) climate conditions (based on the RCP8.5 sce-
nario).
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In Figure 76 and 77, the conservative case of Schneider von Deimling et al. (2021) and that of
my own simulation are compared in terms of MTD. Both show very similar behavior. The tundra
tile has a regular increase of AL, whereas all other tiles experience a drastic increase after a certain
point in time. For the outer road and road this drop is after 2070 and 2080 respectively. For the
road, there is a deviation of just under 10 years here. Shoulder and toe are more affected by the
increase in MTD and drop after 2050 for both comparison scenarios.

Figure 76: Temporal evolution of maximum
thaw depth (MTD) for Dalton Highway from
Schneider von Deimling et al. (2021) for all
structural units under RCP8.5 warming - con-
servative case without ponding at the toe.

Figure 77: Temporal evolution of maximum thaw
depth (MTD) for Dalton Highway from my model
results for all structural units under RCP8.5
warming - conservative case without ponding at
the toe.

For the comparison of the vulnerable case, excess ice was added at a depth between 1m and 2m
as in the study of Schneider von Deimling et al. (2021). This scenario is now closer to the vulnerable
case presented in Figure 74. The thaw bubble has already developed slightly positive temperatures
in winter 2050, which will be enhanced in 2075 with higher temperatures and a diameter above 5m
(see Figure 78). Also, the MTD for the toe exceeds 6m depth. The gravel layer of the road is still
sufficiently thick.
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Figure 78: Simulated ground temperatures for the Dalton Highway by myself (with excess ice) in
the road embankment, toe, and adjacent tundra at the end of winter (left) and summer (right)
for past (uppermost panels), present day (upper mid-panel), and future (lower two panels) climate
conditions (based on the RCP8.5 scenario).

The MTD for the vulnerable case with excess ice in the own simulated model is similar for the
course and the drop of the individual curves. The shoulder tile drops about 10 to 15 years earlier
in Schneider von Deimling et al. (2021) model and for all other tiles the timing is almost identical.
It should be noted that the two road tiles are shifted in their depth by about 30cm.
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Figure 79: Temporal evolution of maximum
thaw depth (MTD) for Dalton Highway from
vulnerable case of Schneider von Deimling
et al. (2021) for all structural units under
RCP8.5 warming - conservative case without
ponding at the toe.

Figure 80: Temporal evolution of maximum thaw
depth (MTD) for Dalton Highway with excess ice
from my model results for all structural units un-
der RCP8.5 warming - conservative case without
ponding at the toe.

The trumpet tiles for road and tundra (Figure 81 and 82) show a shift to much warmer tempera-
tures over the period of investigation. The change in maximum temperatures in 2090 is particularly
drastic, with an extreme increase in AL below the gravel layer into the silt and sand, which is
expected to cause subsidence and dramatic damage to the road.
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Figure 81: Modelled trumpet curve for road
tile with max. (red), mean (green), and min.
(blue) temperatures within the specified years
2000, 2020, 2050, 2075, and 2090 for Dalton.
The dashed lines show the layer boundaries air–
gravel, gravel–silt, and silt–bedrock. The solid
line refers to the tundra surface, thus the road
is elevated above.

Figure 82: Modelled trumpet curve for road tile
with max. (red), mean (green), and min. (blue)
temperatures within the specified years 2000,
2020, 2050, 2075, and 2090 for Dalton. The
dashed lines show the layer boundaries peat–
silt, and silt–bedrock. The solid line refers to
the tundra surface.

B Temperature profiles old boreholes
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Figure 83: Temperature profiles of some two old boreholes at the airport in Ilulissat from August 1979 to April 1981 with temperatures
measured in three different depths.
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C Trumpet plots

Figure 84: Temperature trumpet of borehole
ILU2018-04 for 2020

Figure 85: Temperature trumpet of borehole
ILU16001T for 2018

Figure 86: Temperature trumpet of borehole
ILU16002T for 2018

Figure 87: Temperature trumpet of borehole
ILU16005T from August 2017 to July 2018
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Figure 88: Temperature trumpet of borehole
ILU16009T for 2020

Figure 89: Temperature trumpet of borehole
ILU16010T for 2018

Figure 90: Temperature trumpet of borehole
ILU16011T for 2018

Figure 91: Temperature trumpet of borehole
ILU16015T for 2018
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Figure 92: Temperature trumpet of borehole
ILU16019T for 2018

Figure 93: Temperature trumpet of borehole
ILU16022T for 2018
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